Improving Locality for Progressive Radiosity Algorithm: A
Study based on the Blocking Transformation of the Scene.
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ABSTRACT

Efficient global illumination is an important challenge imroputer graphics. The main problem of these algorithms
is their associated execution time and storage requireandittis is a handicap for simulating large scenes and
reducing these costs is a constant research objective obthputer graphics community.

In this paper we present a performance analysis of the pseigeeradiosity algorithm based on the blocking
transformation of the scene according to a uniform partitidhe data locality exploitation and the associated
decrementin cache misses permit the reduction of the dradirhe of the algorithm. An extended analysis of the
influence of the scene subdivision on the execution timeirements is presented. Because of our analysis, we
conclude that important performance improvements in terhexecution time are obtained with this technique.

Keywords
Radiosity, data locality, scene partition, blocking tfansation.

1. INTRODUCTION ory hierarchy. In fact, there can be a wide performance

The radiosity method [Coh93a] is a global illumina-92P between programs that are designed to optimize
tion algorithm used to simulate light transfer in syn-cache performance and those that are not, for example
thetic images. The main drawbacks of the radiosity the context of computer graphics [Cho06a].
method are its high storage requirements and long ex-In this work we present a theoretical data reuse analy-
ecution times [Sil94a]. Among the different radiositysis of the progressive radiosity algorithm. Based on the
algorithms we have focussed our analysis on the pr@ache miss rate obtained, we have concluded that a data
gressive radiosity algorithm [Coh88a, Coh93a], due teeuse technique can be employed to optimize the algo-
its simpler structure. Similar analyses can be performeithm. Specifically, our optimization proposal is based
on other radiosity strategies, e.g. for the hierarchy resn the blocking transformation of the scene through its
diosity algorithm [Han91a]. uniform partition. This permits the optimization of data
In general, the performance of a code is influenced b@gutilisation and, with this, the acceleration of the algo-
the data reuse and data locality exploitation. It is condthm.
sidered data reuse when the next utilization of a data Scene partitioning is a technique usually employed
does not imply an access to the lower level of the menfor distributed memory systems. On such platforms,
the effective distribution of data among processors is
very important. In some proposals the scene is repli-
cated on all processors [Gar00a, PadO1a], but this lim-
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analyze the data locality of the sequential algorithm! Wwhile (not converged){

Scene partitioning implies different challenges. For exé R=0; _

ample, the visibility technique employed to determiné [*LOOPL: Select Patch with greatdsitiA; */
the visibility among elements associated with dif“fereng1 for ( i if\;:enﬁ?atcgf'n't'al’ P, P = Pnext)
partitions. This technique, as will be shown in the pag | = MaxPot@?, P);

per, also has an associated computational cost that has /* LOOP2: Calculate (the first time that a patch
to be considered. We do not propose an accurate study is shoot ) Patches interaction wigh*/
of the cache behaviour, but an extended analysis of the for ( P = scene-Patch_initial; P; P = P-next)
benefits of the partitioning strategy. This analysis is val9 Interaction(PP);
idated with a set of test scenes. 10
The rest of this paper is organized as follows: in Secll /*LOOP3: Shoot Radiosity from patdh */
tion 2 we briefly introduce the progressive radiosity al12 for (Pj = R —Interaction:P;;
gorithm; in Section 3 we analyze the data reuse in the Pj = R — Interaction- next) {

Vij = Visibility( R, P));

algorithm; in Section 4 we present the block transford3
Gij = GeometryR, Pj);

mation strategy based on a partitioning of the scene;

r . : o . Fij = Gij-Vij;

experimental results are shown in Section 5; finally, ify s RadiosityB}, P});

Section 6 we present the main conclusions. 17 } o

2. THE PROGRESSIVE RADIOSITY lE_; } i iosi
ALGORITHM Figure 1: Pseudocoderl;g:rgrogreSSIve radiosity algo-

The radiosity method is currently one of the most pop-
ular global illumination models in computer graphics. ) o )
This method solves a global illumination problem ex- The structure of the progressive radiosity algorithm

pressed by the rendering equation [Kaj86a], simplifielf outlined in Figure 1. The key idea isshootin every
by considering only ideal diffuse surfaces. The resufSt€P the energy of the patéhwith the greatest unshot
tant discrete radiosity equation is: radiosity (lines 2 to 5). As a result of that shot, the other

patchesPj, may receive some new radiosity and patch
N R left without un-shot radiosity (lines 7 to 17).
B =Ei+p ) BjFj (1) Each shooting step can be viewed as multiplying the
=1 value of radiosity to be “shot” by a column of thater-
whereB; is the radiosity of patch®, E; is the emit- action matrix. Therefore at that moment tlierm fac-
tance,p; the diffuse reflectivity andN is the number tors between the shot patch and the rest of the patches
of patches of the scene. The summation represents thave to be calculated (lines 13 to 15Y;; (line 13)
contribution of the other patches of the scene &pd is the visibility factor and takes the value 1FHf is
is theform factor between patche® andPj. Fjis an visible fromPj, and 0 otherwise. In our implementa-
adimensional constant that only depends on the geonien we have used a method based on directional tech-
etry of the scene and represents the proportion of th#ques [Hai94a, Pad03a] to calculate the visibility term.
radiosity leaving patcl?, that is received by patchj.  G;; (line 14) captures all the geometric terms. In our
There is one radiosity equation per patch andfone  algorithm we have used the analytic method catliel
factor among all pairs of patches. Therefore, interacterential area to convex polygon [Coh93a] to compute
tion of light among the patches in the environment cait.

be stated as a set of simultaneous equations: As soon as the radiosity of a patch has been shot,
another patch is selected. A patch may be reselected
1-pFu  —piFia - —piFin B, E for the shooting procedure if it has received Iight_from
p2Fa1 1-ptF2 -+ —piFan B2 E other patches. Therefore, the amount of radiosity the
: : Lo S patch has received since the last tindéB;, can be
PnFnL —pnFvz o 1—pnFan B En shot. The algorithm iterates until a desired tolerance

@ s reached (line 1). Thus, the complexity would be

where the matrix. is. called .thdenteractio.n rpatrix. O(k x N), k being the number of steps performed, with
Therefore, the radiosity equation system is liable to bE<< N.

very large with complexityD(N?).

Some algorithms, such as the progressive radiosi
proposal [Coh88a], have been developed for the mini-" DATA REUSE ANALYSIS IN PRO-

mization of these computational requirements. The ba- GRESSIVE RADIOSITY ALGO-

sic idea of the algorithm is to reduce the number of ~RITHM
patches to be considered for each iteration and, witlm this section, we make a quantitative analysis of the
this, to reduce the number of computations. cache behaviour for the progressive radiosity algorithm.
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The objective is to analyse the nature of the cache 0123456 T8 90213

misses associated with the algorithm for a later opti- 0 [ XXXX X X XXX X
. . . . 1 X XXX X XXX X
mization of the algorithm based on the data locality ex- > |ixx x! %
ploitation. As will be shown later in this section, the : Léé?ﬁkf;x}&,?ﬁ
progressive radiosity algorithm requires that, for stan- 5 XX X XXX X
dard scene sizes and hierarchical memory structures, j “x X Xxxl
the same patch is retrieved multiple times from lower 8
levels of the memory hierarchy. 2 X X i
As can observed in the pseudocode of Figure 1, the n | XX X X 1
progressive algorithm consists of three main loops e §§ § x 1X><§§3
where read and write operations are performed on the 14 XX X
sequential list o patches of the scene. We will define BB | XXX X XXX 1
the number of memory referencesr) as the number rigyre 2: Interaction Matrix for a scene with 16
of times a patch is referred. Taking into account this patches.
definition and assuming usual scene and _memory SIzes, Address of | Hit/ Contents of cache blocks after reference
the number of memory referenceér{ required by the reference | /miss [ Block0 | Block I | Block 2 | Block 3
different data structures to perform the calculation of - 12 13 14 15
L . 1 miss 1 13 14 15
radiosity for each loop is: 2 miss 1 2 14 15
3 miss 1 2 3 15
4 miss 1 2 3 4
Nrioopr = N x k 7 miss | 7 2 3 4
NrLoopZ =N xt 3) 9 miss 7 9 3 4
Nr —Mxk 11 miss 7 9 11 4
Loop3 = 12 miss 7 9 11 12
13 miss 13 9 11 12
whereN is the number of patchek,the number of it- 15 miss 13 15 11 12

erationst the number of different patches that are shotJable 1: Cache contents for the example of Figure 2:
t <k, and beingVl the average number of accessed ob-  Standard progressive radiosity algorithm.
jects per iteration. Loop1l selects the pa®tvith max-

imum power and Loop2 the patchi@sthat interactwith  good performance. This simple example with a small
it. Both loops present a sequential access nature. On thgche permits the illustration of the low exploitation of
other hand, Loop3 exhibits a behaviour difficult to prethe data locality when the available storage resources
dict and exploit. This is due to the irregular structuregre not sufficient to store the full scene.

of the algorithm employed to compute the visibility. In | et us suppose patch 0 is the patch with the greatest
our case we have employed a directional technique thahshot radiosity. A snapshot of the data accesses for
implies the access to potential candidates to include thge progressive radiosity algorithm is shown in Table 1
interaction between two polygons. Taking into account The first row shows the contents of cache after the
this information, the total number of referencesis:  execution of Loop2 and the rest of the table illustrates
the series of references for Loop3. As an example, note
that when patch 4 is referenced it replaces patch 15.

As result, each patch has to be accessed multip-léhls is due to the associative nature of the cache and we

. : . ave choosen the replace method of the least recently
times and this leads to a large memory bandwith an ;

. . used block. Therefore, this set of references generates
a overhead of cache misses. Wds a very large num-

: .10 misses for 10 accesses. This simple example shows
ber for usual scene sizes, the cache cannot contain o . .
) . e low exploitation of the data locality for this system.
the blocks needed during the execution of the standar o .
The performance of a code is highly influenced by

radiosity algorithm (code of Figure 1). Then, the re- .
: ) . . data reuse and the available memory resources. The
placement misses will occur in all loops (following the

notation of [Gho99a] we call replacement misses Car]umber of times a patch is referenced during the full

i ; ; execution of the algorithm constitutes a tool to evalu-
pacity and conflict misses). . .
. . . ate the data transfer in the memory hierarchy for large
To clarify let us consider the example of Figures 2, .
o . . . . scenes. Specifically, the redundancy access for the pro-
This figure illustrates an interaction matrix for a

given scene withN — 16 patches. In this figure gressive algorithm can be measured using the following

a symbol x indicates that there is an interactionequatlon'

between the patches associateq with the row and the Nr (N+M)xk+txN Vi

column. For example, Patch 0 interacts with patchesRa= N - N =k+ N = k+t (5)
{1,2,3,4,7,9,11,12,13 15}. We assume for this sim-

ple example a small cache with capacity of four dataFor the scenes we have employed in our tests and for the
We employ a fully associativel cache because of itsonvergence criteria we have employed (line 1 of code

Nr=(N+M) xk+txN 4)
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in Figure 1) we observe th& ~ N?/4 andt ~ k. The an extremely fast partition based mainly on geomet-
scenes employed in our tests have very different strucic information. A similar strategy was employed in
tures and sizes and, consequentially, we consider thegano04a] in the context of the parallelization of the
approaches as representative of a generic case. Thepeagressive algorithm on distributed memory systems.

fore: The version we have employed makes a geometric

Ra= <2+ E) k (6) uniform partition of the input scene. It splits the scene
4 domain into a set of disjoint subspaces of the same
Consequently, each patch is accessed an averageSBfPe and size. This kind of partitioning is computed
(2+ )k times. Taking into account this large num-quickly and straightforwardly and, as will be shown
ber of references, it is important to maximize the aclater, it also provides high data locality. Taking into ac-
cesses to each patch while it is in the cache. Reduci@unt that all subspaces are equal-sized, we cannot di-
the cache misses permits the reduction of the numbu¥ide a scene for an odd number of sub-scenes into two
of times the same patch have to be loaded in the cachalves and then, recursively, split one of the sub-scenes
and, consequently, the reduction of the execution tim@to two new halves, because the resulting subspaces

of the algorithm. would not be of equal size. So the implemented algo-
rithm is not recursive and the number of splitting planes
4. DATA LOCALITY OPTIMIZATION that are needed to split the scene along each coordinate

axis is computed in advance. Finally, each partition has

BASED ON BLOCKING TRANS- a disjoint set of polygons of the whole scene.

FORMATION The visibility computation among patches is a chal-

Transf;)hrming tt_hle prgctedures ?T a p?.rtogrzfar;;] m(ijgrtn ir?Ienge when the patches are in different sub-scenes. We
prove the spatial and temporal locality ot the data. iy, 5yq geq a visibility mask technique [Arn96a, Gue03a]

this section we present a method to improve the d_aEg solve this problem. This mask is a structure that

reuse bt?]sed otr: thf. datzfitLoczgh? eleloniyon:[ To f'nétores all the visibility information encountered dur-
crease e reutilization of tne data, a blocking trans Ori'ng the processing of a selected patch in its local sub-
mation strategy b_gsed on the partitioning ofthg SCENE L3 ene.  This local visibility information can be em-
performed. Specifically, we propose the blocking tran nloyed for the computation of the other sub-scenes. In
formation of the code to reduce the cache misses v

. ina | localit loitat Th i her words, the other sub-scenes do not require access-
Improving temporal locality exploration. € goa 'S'ng the patch information associated to this scene, but

to maxiiize accesses (0 the data loaded into the cacliSis visibilty mask. This permits the reduction of data
clore the data s replaced. . accesses with low locality.
To ensure that the data being accessed can fit in the o oo .

cache, the original code is changed to work on sub- The partitioning and visibility mask techniques have

scenes of a lower size. To do this, the whole scerl® P& employed cautiously because both algorithms
data is read and the bounding volume, which contairfi@ve associated computational costs that could result
the entire scene, is computed. This volume is dividel! @ increment of the execution time of the algorithm.
into p uniform disjoint subspaces, whepes the num- Howgyer, as will be sh.o.wn in the result section, for a
ber of partitions. The partitioning strategy implies thregsPecific number of partitions these costs are completely
main challenges: first, the partitioning procedure to b@vercome by the benefits associated with the data
employed, second, the visibility technique to determinéocality exploitation.
the visibility among patches in different sub-scenes and With respect to the new scheduling procedure, the
finally the scheduling procedure to sequentially procesgeneral structure of the new algorithm is illustrated in
the different partitions. Figure 3. The partitioning of the scene into sub-scenes,
The partitioning strategy should assure resulting sulgtivides the calculations associated with each iteration.
scenes with a convex structure. This permits the simpl®n one side, there is the gathering of local radiosity of
fication of the visibility determination between patcheghe sub-scene, on the other side the gathering of remote
of the same sub-scene and between patches of diffeadiosity coming from the rest of the scene. In each it-
ent sub-scenes. Within the wide range of existing paeration, the sub-scenes are processed sequentially (line
titioning techniques, we have focused on static grapR). For each sub-scene, the patch with the greatest un-
partitioning algorithms, since the progressive radiosshot energy is chosd?il (lines 4 to 7) and the patches
ity method (unlike, for instance, hierarchical radiosityin the same sub-scene that interact with it are identi-
method) does not use an evolving data structure. Thied (lines 9 to 11). After this, the local gathering of ra-
way, it is not necessary to apply more complex dynamidiosity is computed following a similar procedure to the
graph partitioning methods. Within static techniquestandard progressive radiosity algorithm but, as will be
we have chosen geometric techniques, as we are desihown in the following, with slight modifications (lines
ing with geometric scenes and these techniques obtal3 to 23).
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Figure 3: Pseudocode for progressive radiosity algo-
rithm after blocking transformation.

while (not converged){
for ( sub-scene= scene-subcene_initial;

sub-scene sub-scenes sub-scene—next){

Rl =0;
/* LOOP1: Select Patch with greatesB; A
for subcene */
for ( P = sub-scene—Patch_initial; P;
P = P—next)
P! = MaxPotf, P);

[* LOOP2: Calculate (the first time that a
patch is shoot ) Patches interaction vdﬁ'h*/
for (P = sub-sceH%Patch_initial; P;

P = P—next)

Interaction(PP));

/* LOOP3: Shoot Radiosity from patd® */
for (P; = P —Interaction;P;;
Pj = P! — Interaction next) {
if (P! € sub-scene)
Ve = Visibility_local(R', Py);
else
Vij = Visibility_global(P', P})
Gij = Geometry®, P));
Fj = Gij-Vij;
RadiosityR, Pj);

}
if (Mask@!) >0)
Gathering®');

copied and visibility masks are computed/updated tak-
ing into account the occlusion information local to al-
ready processed sub-scene.

Address of | Hit/ Contents of cache blocks after reference

reference | /miss | BlockO | Block1 | Block2 | Block 3
- - 0 1 2 3
1 hit 0 1 2 3
2 hit 0 1 2 3
3 hit 0 1 2 3

Table 2: Cache contents for the example of Figure 2:
Modified progressive radiosity algorithm.

This technique permits the evaluation of the progres-
sive radiosity algorithm following a partitioning strat-
egy. As will be shown in the following, benefits in
terms of the cache misses reduction can be obtained.
As an example, Table 2 shows the cache accesses af-
ter applying the blocking strategy to the example of
Figure 2. In this example we consider that the scene
was subdivided in four partitions, each sub-scene with
4 patches (indicated with dashed lines in the Figure 2).
The first row of table shows the content of the cache
after Loop2 and the remaining rows show the consec-
utive references for Loop3 associated with the local
computations of the first sub-scene (patches 0, 1, 2, 3).
The cache memory, with capacity for four data, stores
the patches associated with the sub-scene and the local
computations can be performed without cache misses.
Note that for this example the set of references gener-
ates 3 hits for 3 accesses.

This simple example emphasizes the potential bene-
fits that can be obtained with the partitioning technique.
This way, if each sub-scene can be fully stored in the
cache, the local computations can be performed with-
out accessing the lower levels of the hierarchical mem-

Once the local radiosity is updated in the sub-scengry. In more detail, let us compute the total number of
its energy is propagated to the whole scene (lines 2aemory references for the modified algorithm:
to 25). In this stage, the patch is copied to the sub-

scenes of the adjacent partitions and the visibility infor- p o

mation is calculated. As previously mentioned, we havilr = B' x k-+B' xt+ M xk | +(p—1) x Nmxk
employed the mask technique [Arn96a, Gue03a] that =1 1 T t3

computes a visibility map per patch. This map stores (7)

the visibility of the patch with respect to the neighbourwhere p is the number of sub-sceneB! the number
ing scene, taking into account the occlusions associatefl patches in each sub-scemd! is the average num-
with its local sub-scene.
Note that the shot patches of a sub-scene and théind each mask consists Nf, patches. Note that the
corresponding visibility masks are copied to the neighlast term of equation is associated to the masks com-
bour sub-scenes. This means that for the neighbour sugttation. But accordingly to its definitioNr is lower
scenes we have to process "local" and "copied" patcheghen theB! patches fit into the cache level. In this case,
This has to be taken into account for computing th@nce the sub-scene is stored in the cache for Loopl, the
gathering of radiosity inside each sub-scene (lines 1i@formation is re-employed for the Loop2 and Loop3
to 23). In the case of a "copied" patch being processew/jthout requiring more information. This means that
the gathering of energy is computed similarly but théermst2 andt3 can be eliminated from thér equation.
non-local visibility information (line 18) is calculated Therefore, the redundancy access is
by casting rays from patch to sub-scene through its vis-

ibility mask. The procedure follows for the adjacent
sub-scenes with the same strategy, shooting patches are
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Figure 5: Execution time for room-model, armadillo
and largeroom-model.

First, we evaluate performance in terms of execution
time. The results for the test scenes on Altldon sys-
tem are depicted in Figure 5. No data for> 16 are
included as execution time increases in all cases. We
observe that the partitioning strategy achieves a reduc-
tion in the required time whep is incremented for low
p values, but the times increase for langgalues. For
example, we observe that for thergeroom-model, the
execution time for the original algorithm is 238.63 sec-
onds, while for the partitioned version with= 4 this
time is lowered to 55.54. Therefore, a high speedup of
4.30 is obtained for this example. This large reduction
(b) in the execution times is mainly due to two reasons:
Firstly, the reduction in the cache misses due to data lo-
cality exploitation associated with the partitioning stra
egy and, secondly, the visibility mask technique, re-
fquired to make the partitioning strategy viable, also has
an inherent reduction in the computational time. This

Figure 4: llluminated scenes: (a)room-model and
(b) armadillo.

Comparing this result with that obtained for the origina
) . . N
algorithm (see Equation 6) we potentially he(\ae+ 4) visibility technique implies an approximation to the vis-

times less cache misses than with the original algorithr%. . L
. e ibility determination and, as a consequence, the reduc-
using the partitioning strategy. Note that the term assq-

. L . . lion of the computational complexity.
ciated to the masks computation is omitted as in this ) o :
analysis we analyze only the redundancy access for the © Verify the reduction in cache misses we have cho-
patches. sen a hardware measurement [Amm97a] that can accu-
rately obtain a broad range of performance metrics for a
5. EXPERIMENTAL RESULTS program. Specifically, we have used the PAPdr{or-
In this section, we present performance results an@ance Application Programming Interface) [MooO1a]
analysis of the proposed progressive radiosity methotibrary that has the benefit of a cross-platform interface
We have analyzed the performance benefits of the pde the counters, allowing the maintenance of a com-
titioning strategy in terms of execution time and the remon source for a wide variety of architectures. Figure 6
duction of cache misses. We have also verified that tréows the number of cache misses for Altielon sys-
quality of the final images is not affected by the techtem for our test scenes for the first level (see Figure 6.a)
niques employed. and for the second level (see Figure 6.b). For reasons
To evaluate our proposal we have used an Athlogaf clarity the data miss rates are also depicted: for the
64 3.2 GHz with a 64 + 64 KB L1 cache, a 512 KBfirstcache in Figure 7.a and for the second cache in Fig-
L2 cache and a 1 GB RAM. We have tested our prodre 7.b.
posal with different scenes. Here we include the re- As can be observed in Figure 6.b and Figure 7.b the
sult for three representative scenes, two of them deub-scenes fit into the second cache level for the three
picted in Figure 4: roommodel with 5306 patches scenes even for smafl values. This can be deduced
(see Figure 4.aprmadillo with 3999 patches (see Fig- from the figures as increments in thevalues imply re-
ure 4.b) andargeroom-model with 7070 patches. The ductions in the number of cache misses and the cache
last scene, not included in the figure, is a largwm-  miss rate. This way, smaller sub-scenes fit into the
model scene with more objects. memory and the data can be reutilized, reducing the
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level.

data traffic between memory levels. Note that, as can
be observed in these figures, lafgealues do not elim- ity between patches it is not necessary to access the
inate the cache misses. These are compulsory missb8t of patches that belongs to other sub-scenes and this
i.e. misses associated with the initial sub-scene loadirRermits a notable reduction of the accesses. At the
each time a new sub-scene is processed. same time, the computational requirements associated
With respect to the first cache level, Figure 7.a inwith the visibility mask technique are dependent on the
dicates that the cache miss rate is practically constaRtvalue. For lowp values, the overhead associated
while Figure 6.a indicates that the number of cach@ith the visibility masks technique is clear, mainly for
misses decreases for intermediptealues. This means Scenes with small number of triangles (see execution
that there is a decrease of references for thesal- {ime values for two partitions of tharmadillo in Fig-
ues. The reduction of loads and stores in the prograHf€ 5). For largep values the computational require-
is due to two reasons: the blocking helps register allghents associated with the large number of patches that
cation and the utilization of visibility masks minimizes has to be "copied" to the other scenes can be prohibitive.
the accesses in Loop2. Note that each time a patch is "copied" its visibility_
The visibility masks technique has an important in/"ask has to be computed/updated. As a result, an in-

fluence in the behaviour of the algorithm. This is duérementin number of sub-scenes implies an increment
to the fact that, when a visibility mask of a patch had" the number of patches that have to be gathered to
only zeros (line 23 of Figure 3), the patch is not furthether sub-scenes.

gathered to the other partitions. This contrasts with the In summary, the execution time of the modified al-
original algorithm, in which interactions of this patchgorithm is minimum for a given intermediafevalue.
with all the patches of the scene would be tested, witfihe influence of the value can be also deduced from
the consequent increment in the cache misses. On thguation 7. For largep values the last term of equation
other hand, the utilization of visibility masks reducess larger while thegs is smaller M' is smaller). In con-
the number of accesses to determine the visibility besequence, the optimumvalue depends on the scene,
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