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ABSTRACT 

Image retrieval can be considered as a classification problem. Classification is usually based on some image 

features. In the feature extraction image segmentation is commonly used. In this paper we introduce a new 

feature for image classification for retrieval purposes. This feature is based on the gray level histogram of the 

image. The feature is called binary histogram and it can be used for image classification without segmentation. 

Binary histogram can be used for image retrieval as such by using similarity calculation. Another approach is to 

extract some features from it. In both cases indexing and retrieval do not require much computational time. We 

test the similarity measurement and the feature-based retrieval by making classification experiments. The 

proposed features are tested using a set of paper defect images, which are acquired from an industrial imaging 

application.      
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1. INTRODUCTION 
The growth of digital imaging during the last few 

years has affected many fields of human life. 

Nowadays digital imaging is popularly used in many 

industrial solutions concerning e.g. quality control 

and process control. In the process industry several 

on-line measurement systems are based on the digital 

imaging. As a result of this development, the amount 

of the image data has increased rapidly. 

Consequently the sizes of different kinds of image 

databases in the industry have increased 

significantly. Therefore managing of these databases 

has become necessary.   

The goal in the industrial imaging applications in 

many cases is to divide different images into 

different classes. Therefore a fast image 

classification system is necessary. The methods 

developed on the field of content-based image  
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retrieval [Sme00] can be applied to this kind of 

image classification. 

In the retrieval process the images are retrieved from 

the database based on some features that characterize 

the image. In other words, image database indexing 

has to be done by extracting certain features from the 

images. In the existing content-based image retrieval 

systems the most common features are shape, color, 

and texture. Image segmentation [Gon93] is a 

necessary step if object specific features are to be 

used. This feature-based image selection is similar to 

common classification processes. Therefore in this 

paper, we consider the image retrieval as a 

classification problem. 

In our research work we are concentrating on the 

retrieval of gray level paper defect images. The 

images are stored in large databases, which may 

contain tens of thousands of images. The objects in 

the images are paper defects and their background is 

flawless paper with small variation of gray levels. 

These defects can be for example holes, wrinkles, 

paper scraps or dirt. Until now the analysis of paper 

defects has based on the image segmentation [Iiv96], 

which is relatively time consuming process. 

Therefore there is a need for a method that is able to 

classify the defects without segmentation. Gray scale 

or color histograms are commonly used in image 

retrieval, in [Haf95], for example. Swain and Ballard  



 

Figure 1. Paper defect image, its 256-bin 

histogram and binary form of the histogram. 

[Swa90] introduced the original idea of using color 

histograms in indexing of large image databases. 

After that, color histograms have also been used in 

recognition of objects in the images [Enn95]. In this 

paper, we propose a method to utilize the image gray 

level histogram, a binary histogram. This binary 

histogram is a binary vector-form representation of 

the gray level distribution of the image. The main 

advantage of this approach is that it does not require 

any kind of image segmentation.  

The principle of binary histograms is presented in 

section two. In the same section we introduce some 

image features that can be calculated based on the 

binary histogram. Another way to use binary 

histograms in retrieval is to define the similarity 

between them. In the end of the section two we 

present a similarity measure for the histograms. In 

section three, we test the effectiveness of retrieval 

ability of the proposed features. The purpose of this 

experiment is to find out, how well the features can 

distinguish between paper defect classes. This is 

done using a simple classifier.                    

2. BINARY HISTOGRAMS IN IMAGE 

CLASSIFICATION 
The distributions of colors or gray levels of images 

are commonly used characteristics in the image 

analysis and classification. The gray level 

distribution can be presented as a gray level 

histogram: 

1,...,1,0)( −== NGG
n

n
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where nG is the number of pixels having gray level 

G, n is the total number of pixels and NG is the total 

number of gray levels. 

Binary Histogram 
Image histogram and features calculated from it are 

not necessarily optimal for image classification 

without segmentation. Reason for that is the effect of 

the image background. The background causes a 

high peak to appear in the image histogram, whereas 

the defects occur as relatively small values in the 

histogram. Therefore, when the histograms of 

different images are compared e.g. by calculating 

distances between them, the peak caused by the 

background dominates the resulting distance. 

Consequently, the small values of the histogram, 

which are the most important ones, do not have 

significant effect on the comparison. For that reason, 

histogram itself does not work very well as a 

classifying feature for the paper defect images. 

Therefore there is a need for a solution that ignores 

or minimizes the effect of the image background. 

Because the object (defect) in the image is 

represented by small values in the histogram, the 

bins representing these values should be extracted 

from the histogram in some way. One solution is to 

consider each bin of the histogram equally, which 

means that each bin of the histogram has the same 

significance, which is independent on the bin value. 

This can be made by quantizing the values in the 

histogram into two values only: “zero” and 

“nonzero”. As a result, we obtain a binary vector HB, 

which is called binary histogram. The length of the 

vector is the same as the total number of the gray 

levels in the image (NG). 

After the binary histogram has been calculated for 

the image, it can be used in two ways in 

classification. The first of the methods calculates 

some features which characterize the binary form of 

the histogram. In order to calculate these features, we 

have to define GB as a set of gray levels which 

correspond to “1” in HB. Another classification 

method is based on the calculation of similarities 

between binary histograms 

Features of binary histogram 
In this paper we use two types of features to 

characterize the gray level distribution of the image. 

The first of these features is the location of the gray 

level set GB in the gray level scale of the image. The 

location depends on the gray level distribution of the 

object, and therefore it is essential feature in the 

paper defect classification. In addition to the 

location, also the size of GB is important in 

classification. The size describes the variety of the 

gray levels represented by the image. In this section 

we present simple statistical means to measure these 

properties from the binary histograms. 

 

The location of the distribution can be measured in 

many ways. One way to estimate it is to calculate the 

gravity center of GB [Bal82]. In binary case, gravity 

center is equal to mean value (mean): 
 

)( BGmeanmean =                 (2) 



The size of the distribution can be estimated using 

standard deviation (std): 
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in which n is the amount of gray levels in the image. 

Another approach to the size estimation of the binary 

histogram is to calculate the width (w) of the 

distribution. This can be done by calculating the 

distance between smallest and largest components in 

the vector GB (see figure 1): 
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Similarity measurement between the 

binary histograms 
In addition to the statistical measures which were 

presented in the previous section, there is also 

another way to utilize the binary histogram in image 

classification and retrieval. Because there is visible 

similarity between the binary histograms of similar 

defect images, the images belonging to the same 

class can be found by seeking similar binary 

histograms among the images. The binary histogram 

vectors can be matched by calculating similarity or 

distance measure between the vectors. Several 

different types of distance measures have been 

developed for similarity measurement 

[Dud01],[Han01]. Specific distance measures have 

also been introduced for binary data. These measures 

are based on the number of same and different 

elements in the binary vectors. When comparing two 

binary vectors of the same length, HB1 and HB2, let 

n1,1 denote the number of the elements, whose value 

is in both vectors 1. In a similar way, n1,0, n0,1 and 

n0,0 denote numbers of vector elements, which have 

values 1 and 0, 0 and 1, 0 and 0, respectively. 

Jaccard coefficient [Han01], is a popular measure for 

binary data. This coefficient is defined as: 
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When we consider the effectiveness of the image 

retrieval in terms of similarity measurement, it is 

obvious that the length of the binary vector plays a 

role. There are two reasons for that: 1) When we use 

this binary vector in indexing of large image 

database, it is clear that short vector is preferable. 2) 

When we retrieve the images from the database 

using similarity measures, the computing time 

depends strongly on the length of the binary vector. 

For these reasons the amount of the gray levels in the 

image histograms is very important aspect in the 

retrieval. We will investigate the effect of the vector 

length on the computing time and classification 

accuracy in section 3. 

 
Figure 2. Example images of paper defects. The numbers above images indicate the class of each defect. 
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Figure 3. Mean-width plot of the test set images. 

3. EXPERIMENTS 
In the experimental part of our work we used a set of 

real paper defect images. The images were taken of 

paper web by a paper inspection system [Rau02]. 

The objects in the images are typical paper surface 

defects. The test set consisted of 200 paper defects, 

which represented ten defect classes with 20 defect 

images each. The images have 256 gray levels and 

their length varied strongly (from 100 to 2000 

pixels). In figure 2, three example images from each 

class are presented. 

The goal of the experimental part of this work was to 

clarify, how well the features and methods 

introduced in section 2 can distinguish between the 

defect image classes. The histogram was calculated 

for each image and after that the histograms were 

transformed into binary form. The features presented 

in section 2 were calculated for each histogram and 

the similarity measures between each histogram were 

defined as well. The calculation was made using 

Matlab on a PC with 804 MHz Pentium III CPU and 

256 MB primary memory. 

In the experimental part of this work the image 

retrieval task was considered as a classification 

problem. We tested the classifying ability of the 

binary histogram using a simple k-nearest neighbor 

classifier [Dud01]. The same classification principle 

was used in both feature-based and similarity-based 

classification. The principle of the k-nearest neighbor 

classifier is the following: The classifier selects k 

images from the test set that are closest to the query 

image. A class, to which most of those k images 

belong, is voted to be the class of the query image. In 

the cross-validation we used leaving-one-out method 

[Han01]. In this method each image is left out from 

the set in turn, and it is classified by means of the 

other images in the test set.  

 

Number 

of gray 

levels 

Result of 

classification 

(%) 

Computing 

time (sec) 

8 51.5 14 

16 53 22 

32 69 42 

64 65.5 83 

128 61 164 

256 61 335 

 

Table 1. Results of classification using similarity 

measure 

 

Classification based on the features 
The features presented in section 2, mean point 

(mean), standard deviation (std) and the width (w) 

were selected to experimental part of this work. 

According to the experiments, the best classification 

results were obtained using feature combinations: 

mean-standard deviation and mean-distribution 

width. In these cases the features were able to 

classify 62.5% and 69% of the images into correct 

classes, respectively. The value of k in the classifier 

was three in both cases and computing time for 

classification of all 200 images was about 1.1 

seconds. In the figure 3 is presented the median-

width plot of the test set images. Figure 4 shows the 

mean result in each class. 

Classification based on the similarity 

measure 
The effectiveness of the similarity measurement was 

tested using the Jaccard coefficient. The testing was 

made using the test set and 3-nearest neighbor 

classification. 
 

In this experiment we decreased the amount of gray 

levels in the test set images. In this way we could 

investigate the effect of the binary histogram length 

on the computing time in classification. The results 

of the classification as well as the computing times 

of the whole classification process of 200 images are 

presented in table 1. The results show that the 

computing time decreases significantly when we use 

shorter binary vector. The length of the vector have 

effect also on the classification accuracy, and the 

optimal number of gray levels seems to be 32. In this 

case we obtain the best classification result (69% of 

the images are classified into correct classes) and the 

computing time has decreased 85% from the original. 

The classification results in each class using 32 gray 

levels are presented in figure 4. 
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Figure 4. The mean result of the classification in 

each class using similarity measure and features 

of figure 3. 
 

4. DISCUSSION 
In this paper we presented a new approach to the 

histogram-based retrieval of the images. The method 

is a simple solution to the segmentation problem: 

Because we minimize the effect of the peak caused 

by the image background in the histogram, we do not 

need any time-consuming segmentation, which 

makes the method effective in many cases. 
  

For testing purposes we had a set of paper defect 

images, whose classification is a quite demanding 

task. The results of the classification experiments 

showed that the binary histogram is a suitable feature 

for retrieval of those images. However, there are 

differences in the results of different defect classes 

(figure 4), and even better results probably could be 

achieved by using additional features in retrieval. 

These additional features could characterize for 

example the shape and size of paper defects. On the 

other hand, the classification was correct in 69% of 

the images using only binary histogram. This result 

is significant, because visible differences between 

certain defect classes are very small. 
 

In section two we presented two different approaches 

to the indexing of the paper defect images. Features 

calculated by means of the binary histogram proved 

to be powerful in terms of classification accuracy 

and computing time. Another approach, similarity 

measurement based on Jaccard coefficient, gave 

similar result in accuracy, but it required more 

computing time. On the other hand, this similarity-

based approach is more general way to make image 

indexing, because the features can be calculated from 

binary vectors also during retrieval. Consequently 

the both approaches seem to be useful in the image 

retrieval. In addition, according to our experiments, 

decrease of the image gray levels or image resolution 

do not affect significantly on the classification 

accuracy.     
 

Based on the results presented in this paper, it is 

obvious that the binary histogram is able to classify 

paper surface defects. However, the principles 

presented here can be generalized to other similar 

image classification and retrieval problems. Methods 

based on the binary histograms offer a simple and 

fast way to make image indexing for retrieval 

purposes without segmentation.       
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