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Teoretický výzkum spektroskopických, elektronických a magnetických
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Chapter 1

Introduction

The consumption of fossil fuels faces our society to a new challenges and forces

us to search for alternatives. Efficient harvesting of energy from the sun light by

using solar cells can cover an important part of worldwide energy consumption. To

balance out fluctuations in energy production, novel storage technologies need to be

simultaneously developed and with this regard hydrogen is intensively discussed as

a very promising material for energy storage.

To reduce the demand for fossil fuel, photovoltaic cells become more and more

attractive as the sun continuously delivers 120000TW of solar energy to the Earth [1].

Nanostructured devices, like dye–sensitized solar cells (DSSC) and photocatalysis

cell attract increasing attention [2]. Dye–sensitized solar cells and photocatalysis use

semiconductors to generate charges which are either separated to produce current

or used up for chemical reactions (e.g. the splitting of water to produce hydrogen

gas). Solar light is absorbed by the semiconductor whereby an electron is excited

from the valence to the conduction band leading to electron–hole pairs [3, 4]. The

size of the band gap and energetic position of the conduction as well as valence

band edges are crucial for the performance of a semiconductor in photochemistry.

They determine the portion of the solar spectrum absorbable by the semiconductor,

the potential of the electron–hole pair and the band alignment of the device [5, 6].

In addition to experimental studies, ab–initio calculation of the band edge energies

of a high variety of oxides [7, 8, 9, 10] can predict the photocatalytic properties of

electrode materials.

Currently, the most efficient solar cells are made of III/IV group materials and

copper/indium–sulphide/selenide thin film [11]. These are used in aerospace com-

ponents in the form of chemical energy. Similar to natural photosynthesis (PS)

phenomenon, there are many smart, realistic and effective schemes for storage of

electrical energy deduced from the conversion of electromagnetic radiation. The

photosynthesis retrieves carbohydrates from effective rearrangements of electrons in

H2O and CO2. However it has very low efficiency and the energy obtained from it

is not sufficient to cover all needs of our daily life. Due to this reason, from the

1
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Figure 1.1: One–step and two–step photoexcitation process in water splitting. Con-

duction band (CB); valence band (VB); band gap (Eg). taken from [13]

last 40 years scientists have been significantly focus on the routes of converting sun

light. The most interesting route for artificial photosynthesis is splitting H2O into

hydrogen and oxygen (H2O →1/2O2+H2 (E0=1.23 V, where E0 is the theoretical

minimum band gap for water splitting)), i.e. the feasible source of energy is based

on hydrogen.

There are two different processes, photoelectrochemical (PEC) and photocatal-

ysis (PC), involved in the H2 production. Photocatalysis water splitting got an

intensive attention as a production of H2 and O2 resulting from the chemical re-

action of H2O with dispersive materials; inorganic (collide materials) [13, 14] and

organic (molecular complex) materials [15]. Fig. 1.1 illustrates photocatalytic water

splitting by two elementary approaches. In the first approach, the entire water split-

ting into its constituents under the illumination of visible (VIS) light is performed

in a single step. Maeda [13] reported a shortcoming of this mechanism, namely the

availability of proper materials with small energy gap and stability for functional

appliances.

In the second type, the irradiation causes two step pumping of electrons in

two different photocatalytic materials, that is named the Z–scheme (encouraged

by natural photosynthesis). In this process, the variation in the Gibb’s free energy



CHAPTER 1 INTRODUCTION 3

Figure 1.2: Schematics of the relevant mechanism involved in the photocatalysis of

water using a photoanode made of n–type semiconductor. Different steps labeled

by number from 1–5 are discussed in the related text. taken from [16]

(∆G), used to carry the photocatalytic reaction, is reduced in comparison to the

one–step water splitting process leading to the production of H2 and O2, respectively.

In this approach a semiconductor is used either as a reducing or an oxidizing material

at one side of the photocatalytic system.

Alternative to the photocatalysis, PEC uses photosensitive semiconducting ma-

terials as electrodes and is similar to the normal well known water electrolysis. The

O2 and H2 are produced at different electrodes i.e. cathode and anode. It consists

of two electrodes made of either photovoltaic semiconducting materials (p–type or

n–type) and metallic materials or both electrodes correspond to n/p–types mate-

rials. When semiconductor/electrolyte is immersed in a solution then a depletion

region (junction) appears at the surface of semiconductor/electrolyte. At junction

point, exciton creation takes place upon irradiation and travels in opposite direction

to each other which finally accumulate at electrolyte/semiconductor (n/p–type) to

obtain one half of the water splitting process.

Fig. 1.2 illustrates the procedure of water splitting with n–type semiconductors

as electrode material in the following steps: (1) Electron–hole pair (exciton) is pro-

duced in a material due to irradiation. (2) The hole moves toward the interface of

semiconductor/electrolyte where oxidation occurs at step 3. It means that the hole

has reduced the water and produced O2. Step (4) describes the motion of electrons
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within the semiconductor and proceed to external circuit. Finally in step (5) the

water is reduced to H2 by electron at metal surface. The efficiency of a semiconduc-

tor can be improved in water by changing some parameters due to the addition of

catalyst and other intrinsic properties parameters of materials.

To demonstrate the physical and chemical mechanisms appearing in the PEC,

we would like to discuss hematite as a photoanode. These processes are depicted in

Fig. 1.3a. Photons of greater energy than that of the band gap are observed and

electron/hole pairs are formed. These electron/hole pairs are separated in general

by the electric field at the depletion region. The system consists of two electrodes:

a semiconductor electrode and a counter electrode. The electrons move through

the semiconductor and reach the counter electrode via the external circuit, where

hydrogen production occurs. The hole reacts with the semiconductor electrode (at

the surface), where they contribute to oxidation reaction: h++R→O (R is redox

specie). The electrons re–enter in the cell by the external circuit and reduce back

the oxidized O. Substantial work has been performed to optimize the efficiency

of redox couples made of II/VI or III/VI compounds (n–type semiconductor) and

sulphide/polysulphide, vanadium(II)/vanadium(III) or I2/I electrolytes. For such a

regenerative cell the efficiency was found up to 19.6 % [17]. Fig. 1.3b shows two

photosystems connected in series. At first, the thin nanostructure α–Fe2O3 absorbs

the visible part of the solar spectrum. Upon irradiation, a hole is produced in

the valence band which oxidizes the water to oxygen, while the electron excited

to conduction band moves through second photosystem (here consisting of dye–

sensitized nanostructure TiO2), which is placed directly under the α–Fe2O3. Then

TiO2 harvests very low energy photons not absorbed by the top electrode. The

photovoltage generated by the TiO2 produces hydrogen due to the CB electrons.

The entire water splitting process is done under visible light.

Mathematically the water splitting process in α–Fe2O3 photoelectrode under the

visible light is shown by the following equations:

Fe2O3 + 2hν→2ē+ 2h+ excitation of Fe2O3 by light (1.1)

2h+ +H2O→
1

2
O2 + 2H+ at the Fe2O3 electrode (1.2)

2ē+ 2H+→H2 at the counter electrode (1.3)

Total process can be written as:

H2O + 2hν→1

2
O2 +H2. (1.4)

Regardless of the difference in PC and PEC phenomena, both require the same

type of materials. In 1972, titania was reported for the first time [18] as a good
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Figure 1.3: (a) Schematic view of energy band diagram of photoelectrochemical

water splitting using Hematite as n–type semiconductor. Here the symbols Eg, Vfb,

Vb stands for the photoanode bandgap, flat band potential and the applied bias. (b)

Conceptual water splitting tendem cell using photoanode plus a dye-sensitized solar

cell (DSC). taken from [12]



CHAPTER 1 INTRODUCTION 6

semiconductor for photocatalysis. But it absorbs the solar spectrum in the ultravi-

olet (UV) regime due to its large band gap (3.0–3.2 eV) and as a result it exhibits

low efficiency with respect to light conversion. Many efforts have been devoted to

the reduction of the absorption edge of titania to visible regime, or to synthesize

novel material alternative to titania performing photocatalysis in the said regime. In

view of these numerous efforts, narrow band gap semiconductors were suggested to

absorb visible solar light. The main disappointment appears in the prospect of PEC

due to instability of these materials under irradiation. Recently, new metal oxide

semiconductors like Nb2O5 has a wide band gap, is stable under illumination and

its threshold energy has been proposed in the UV regime and predicts sensitivity to

VIS light.

This problem was resolved by introducing the dye–sensitized (DS) electrochemi-

cal photovoltaic cell illustrated in Fig. 1.4. The dye is in general got more attention

in the solar cell and a short description on the working procedure of DSSC can be

explained as: firstly, the dye is photoexcited due to the incident photon and injects

an electron into the semiconductor (here TiO2) as a result of oxidizing the dye. At

this stage a separation in the exciton (semiconductor(electron)/dye (hole)) occurs

at the interface of the semiconductor. Secondly, the electron is extracted by the

external circuit that contributes to electrical energy and then reaches the counter

electrode, where it reduces to redox mediator. The redox mediator exists in the DS

solar cell in the form of liquid electrolyte, which consists of the redox couple I−/I−3 .

The circuit completes at the redox electrolyte (liquid) and again oxidizes the dye.

Recently, nanostructured and large surface area mesoscopic semiconducting ma-

terials [19] have received great attention as DS solar cells that allow wide spectrum

absorption. For example TiO2, Nb2O5, SnO2 (metal oxide) and CdSe (chalcoge-

nieds) are several ideal mesoporous nanostructure compounds and their intercon-

nection allows for carriers (holes/electrons) transport. The dye–sensitized solar cell

is grown as a heterojunction of large surface area between p–type semiconductor

and n–type polymer transmit hole and large surface area mainly used for effective

charge separation. Generally, dye–sensitized heterojunction relaxes the condition

in selecting the photo–absorber and charges transport materials to obtain maxi-

mal efficiency of photo–current. It has great preference over other phenomena due

to greater charge separation (after the photo–generation by the dye) at the space

charge region and now a days the most extensive studying system.

Fujishima et al., [18] developed the water splitting process at the TiO2 photoelec-

trodes. It opens a pathway for engineers and scientists to fabricate new materials

with small band gap, able to absorb light in the visible region and use as an oxidizing

and reducing agents in water. In addition these novel materials would also be cheap,

and have tunability of carriers upon irradiation and show stability in water. Up to

now, there is no single semiconductor that meets all the key properties (discussed

above) i.e. some compounds are stable in water but absorbing small amount of light
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Figure 1.4: Schematic view of the dye–sensitized electrochemical photovoltaic cell

and its constituents i.e. it consist of mesoporous semiconductor photoanode, the

dye oxidized delivers electrons to semiconductor when it is photoexcited, and as

a consequence oxidizes the mediator, a redox reaction completed in the electrolyte.

The reduction (regeneration by mediator) of the oxidized dye via circulating through

external circuit. taken from [11]

due to their large band gap like TiO2 (anatase). On the other hand, some materials

have small band gap but show instability in water, such as InP (Eg=1.3 eV) reported

by Szklarczyk et al., [20]. The research community is trying continuously to develop

an ideal material using experiments [21] and first principle studies [22, 23]. There-

fore, large efforts have been performed to promote narrow band gap semiconductors

absorbing light in VIS region used as promising photovoltaic devices but these are

unstable under light illumination. The synthesis of nanostructure semiconductor

has renovated importance in the tendem cells for photocatalysis under visible light,

which represents the most appreciable steps in the PEC research. Silicon (Si) based

systems offer 7 % efficiency when they are connected in series (four Si) to produce

electricity. Tandem cells consisting of III–V semiconductors [17, 24] deliver higher

efficiency from 12–20 % during light to H2 conversion but have some major disad-

vantages like cost and stability. Recently, a tandem cell of low cost was developed

from the nanostructure photoanodes WO3 (Eg=2.6 eV) [25, 26] or α–Fe2O3 (2.01

eV) [27] which serve as a known electrodes (see Fig. 1.3b) harvesting light in the

VIS regime. Murphy et al., in 2006 reported maximum efficiencies of 8.0 % for WO3

and α–Fe2O3 is the most promising candidate with efficiency of 16.8 % solar to en-

ergy (H2). But there is still some limitation in α–Fe2O3 like rapid recombination

rate, small electrical conduction etc. Therefore, we focus on novel nanostructure

materials and also modify the efficiency of Fe2O3 electrode via doping.
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1.1 Aim of the Thesis

Photocatalytic reaction arises from the interaction between sun light and the semi-

conductor in the water electrolyte. Semiconductors have many potential applica-

tions in photocatalysis among others due to their low cost, stability. In particular

the flexible possibility to tune their properties by preparing novel hetrostructures.

This leads to the unique structural, optoelectronic and spectroscopic properties.

Nevertheless, often measured physical properties of these photocatalytic materials

are very difficult to understand, and there is still a need for intensive theoretical

analysis. In this thesis, we would like to present recent theoretical investigations in

this area. Our calculations about these systems give detailed information about the

structure, optoelectronic and spectroscopic properties, using the density functional

theory. We focus here on two classes of promising photocatalytic materials, namely

various Nb oxides and doped hematite.

Nb3O7(OH) and Nb2O5 nanostructures are promising alternative materials to

conventionally used oxides, e.g. TiO2, in the field of photoelectrodes in dye–sensitized

solar cells and photo–electrochemical cells. Despite this important future applica-

tion, some of their central electronic properties such as the density of states, band

gap and dielectric function are not well understood. In this work, we present com-

bined theoretical and experimental studies on Nb3O7(OH) and H–Nb2O5 to elucidate

their spectroscopic, electronic and transport properties. In particular we show that

the structural position of the H–atom in Nb3O7(OH) has an important effect on its

electronic properties. To verify the predicted model, we calculated electron energy–

loss spectra in the low loss region, as well as, the O–K and Nb–M3 element–specific

edges. These results are compared with corresponding experimental electron energy

loss function. In addition, our calculations of thermoelectric conductivity show that

Nb3O7(OH) has more suitable optoelectronic and transport properties for photo-

chemical application than the calcinated H–Nb2O5 phase. To improve further the

performance of Nb3O7(OH), we functionalised it by doping with Ti. Titanium dop-

ing contributed to the modifications of the structure and optoelectronic properties

of Nb3O7(OH). The bond lengths varied by Ti doping confirmed from the structural

properties. The presence of Ti in the crystal structure does not alter the optical band

gap energy, but the amount of photoabsorption drastically increased with increased

contents of Ti. Theoretical study is accompanied by a corresponding detailed ex-

perimental electron energy loss spectra and electron energy loss near edge structure

study.

Next class of materials is based on hematite α–Fe2O3 and related materials, which

are shown to be efficient photocatalytic materials for water splitting process under

visible light. We have further improved the photocatalytic activity of hematite

by varying tin concentration which substitutes Fe in pristine hematite. Here we

show the most stable doping is connected with the octahedral vacancies. To gain
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insight into the optoelectronic properties of pure and doped–hematite, we employed

the on–site Hubbard interaction and generalized gradient approximation. In this

way we obtained the accurate band gap and optoelectronic properties of Sn–doped

Fe2O3. The presence of Sn introduced sub–band gaps into the original gap and their

catalysis activities are shifted to the infrared region due to an intermediate band.

Here, we demonstrate the idea of intermediate bands in hematite for distinctive

device applications. Last but not the least, metal–metal charge transfer is expected

to be the main mechanism that enables the harvesting of solar light by iron–titanium

oxides for photocatalysis. We have studied ilmenite FeTiO3 as a model compound for

metal–metal charge transfer with 1s2pRIXS at the Fe K–edge. The contribution of

electric dipole transitions due to local p–d mixing allowed by the trigonal distortion

of the cation site is supported by WIEN2k and crystal field multiplet calculations.

Non–local features of RIXS are assigned to electric dipole transitions to excited Fe∗

4p states mixed with the neighboring Ti 3d states. The comparison with calculations

enables to demonstrate that metal–metal charge transfer in ilmenite is favored by

the hybridization between the Fe 4p and delocalized Ti 3d orbitals via the O 2p

orbitals.

1.2 Outline of the Thesis

The present thesis consists of eight chapters. Chapter 1 contains a literature survey,

which includes an overview on basic features of artificial photosynthesis like photo-

catalysis, including a discussion on water splitting materials used for photocatalysis

and DSSCs. Chapters 2 and 3 are dedicated to the basic idea of DFT and electronic

band structure methods, which follow as: a brief overview of many body interacting

systems, KS equations, exchange correlation functions, electronic structure methods

mainly on full potential linearized augmented plane wave (FP–LAPW) method, and

finally a short introduction to some physical properties and BoltzTraP code. Chap-

ter 4 presents a description on the structures and the properties of Niobium systems

and hematite. In Chapter 5, we report on theoretical study of the Nb3O7(OH) and

Nb2O5 nanostructral materials. The electronic structure, optical and spectroscopic

properties of Nb3O7(OH) and Nb2O5 was determined from the FP–LAPW method

employed in WIEN2k codel. Secondly, we modeled Nb3O7(OH) by placing H atom

at accurate position and found that it has a promising effect on the electronic struc-

ture of Nb3O7(OH). In this chapter we further calculated EELS and ELNES have

nice agreement with Exp. data, which proved the validity of our suggested model.

In Chapter 6, the effect of Ti on the structural, optoelectronic and spectroscopic

properties of Nb3O7(OH) is described in in detail. Interestingly, Ti replaced Nb

confirmed from the formation energy. Doping of Ti revealed the harvesting of more

light exposed by the ε(ω) spectra. The effect of the Sn dopant in hematite (α–

Fe2O3) on the electronic structure and optical properties of hematite is investigated
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in Chapter 7. It also contains a detailed discussion on intermediate bands and their

effect on the optoelectronic properties. In addition, the performance of FeTiO3 as

photocatalyst for photochemistry was studied, which is a model compound for metal

metal charge transfer with 1s2pRIXS at the Fe–K edge is described in Chapter 8.

Here we described that both quadrupole and electric dipole contributions to RIXS,

whereas electric dipole was calculated from WIEN2k code, which represents the local

part of the RIXS. At the end, in chapter 9 the results of this work are concluded and

provide the future plan for these materials. The appendices contain the supporting

information for this study.
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Chapter 2

Density Functional Theory

This chapter of the thesis mainly demonstrates the theoretical background of tech-

niques used to solve many body problem. We will start here with a sentence that

”In science and technology, condensed matter physics act as an important input and

it is one of the largest research fields that analyzes nano and macroscopic properties

of the materials both experimentally as well as theoretically”.

So in this regard, the available modern and experimental techniques have the

ability to investigate materials with respect to their size, composition and func-

tionality, and those methods can characterize more accurately their physical and

chemical properties. Meanwhile, progress in theoretical methodologies based on

quantum mechanics and available computational resources inspires the researchers

to model and predict an electronic properties of finite and extended materials. Prin-

cipally, the solution to these theoretical problems are very challenging and require

high computational power. Sometimes, it is difficult to understand experimental

results and computational methods turn out to be extremely useful, and are able to

explain, predict and guide the experimental techniques.

The first principles electronic structure techniques are an emerging approach in

science for the description of the ground–state as well as spectroscopic properties.

The main aim of the first principle calculations is to describe many body problem

via Schrödinger wave equation to get the desired wave function, which is then used

as a starting point for calculations of physical observables of the materials. However,

the use of many–body wave function, turned out to be not practicable approach for

description of bigger systems. Fortunatelly, in 1964, Hohenberg and Kohn gave

a rigorous proof that instead of many–body wave function, simpler object, e.g.

electronic density can be used instead [1]. This approach is called nowadays as

density functional theory (DFT). Later on, Kohn and Sham [2] introduced a way how

to find an energy functional of density, by mapping of the many–body problem onto

the simpler effective one–electron problem, known as a Kohn–Sham system. DFT

calculations provide a deep insight into the solid state physics, chemistry, biology

and material science. Furthermore, DFT also treats traditionally all kind of systems

13
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like the superconducting materials, organic materials (used in solar cells), magnetic

materials (alloys), proteins, mesoscopic materials and layered–quasi structure and

surfaces. In this chapter of the thesis, we will briefly introduce the basic idea of

DFT, and provide a guidance on the improvements of the approximations for the

electron density. We will also expose the role of DFT in solving the problems. At the

end we close this chapter with short description of methods that study the valuable

properties, like optical and spectroscopic properties.

2.1 Theoretical Background

In order to know about DFT, it is necessary that we should evoke some basics of the

quantum mechanics. In quantum mechanics the dynamics of the wave function ψ is

carried out by the Schrödinger wave equation (SWE), i~∂t|ψ >= Ĥ|ψ >. Here Ĥ is

many particle Hamiltonian. Our main aim is to describe systems in which electrons

move in the external potential of the fixed nuclei. Hamiltonian for electrons in

external field vext(~rj) is:

Ĥ =
N∑
j=1

[(
−~2

2me

~O2 + vext(~rj))] +
1

2

N∑
i 6=j

e2

4πε0|~ri − ~rj|
. (2.1)

The mass and fundamental charge of electron are characterized by me and e. The

conventional fundamental constants are characterized by ~ (Planck constant/2π),

ε0, e and π, respectively. The second term vext(~rj) in Eq. 2.1 defines the external

potential that consists of the entire Coulomb potentials of the M–nuclei on N–

electrons and can be expressed as:

vext(~rj) =
M∑
j=1

−~
2Mj

O2 +
1

2

M∑
i 6=j

e2ZiZj

4πε0| ~Ri − ~Rj|
−

N∑
i=1

M∑
j=1

e2Zj

4πε0|~ri − ~Rj|
. (2.2)

Here, the masses and their respective positions of nuclei are characterized by Mj

and ~R, while the electronic positions are symbolized by ~r. The wave function for

the entire electrons (ψ( ~x1, ......., ~xN)) obey the Pauli exclusion principle and denotes

combined space and spin variables. In first view, Eq. 2.1 seems very simple but in

reality it is impossible to solve because we deal with highly correlated system in the

order of 1023 particles.

In order to get improvements we acquire to streamline the problems and for that

we will consider some approximations, by reducing the complexity of SWE. In the

following discussion, we will consider some common approximations.

First of all, we consider the Born Oppenheimer (BO) approximation, which fixes

the nucleus to be at rest at its equilibrium position. BO approximation stems from

the fact that the mass of nuclei is 2000 times greater than that of electron mass.

This leads a separation between the electrostatic interaction between the nuclei and
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nuclei/electrons and electronic interactions. Based on BO, we remove the terms in

Eqs. (2.1, 2.2) that corresponds to the momenta of the nuclei and Eq. 2.1 takes the

shape as:

Ĥ =
N∑
j=1

−~2

2me

~O2 −
N∑
i=1

M∑
j=1

e2Zj

4πε0|~ri − ~Rj|
+

1

2

N∑
i 6=j

e2

4πε0|~ri − ~rj|
. (2.3)

Eq. 2.3 includes only the electronic coordinates and interestingly, these terms

deal with many particles system. The kinetic energy term of the nuclei in the

vext(~rj) are excluded from Eq. 2.3 based on the BO approximation. Parametrically,

the BO Hamiltonian depends on the position of nuclei and remains in the Hilbet

space of ψe(~r) >. Nowadays there are many quantum chemical methods that can

be used for solving this Schrödinger equation. However, the most important aspect

of solving the Schrödinger equation is the selection of an appropriate method. In

case of the solid state materials the Density Functional Theory (DFT) is applied

which in comparison with other wave function based methods offers flexibility and

reasonable computational effort. The key idea of DFT is using the particle density

n(~r) for interpretation of the many–body problem and transforming it into a single–

body problem. According to the Hohenberg–Kohn Theorem [1] the ground state

wave function ψ0 is a unique functional of n(~r) and there is a direct correlation

between the vext and the density of electron at ground state (n0). It is known that

many–body Hamiltonian is developed by vext(~r) and in principle: it is possible that

n0 determines the ground state wave function (ψ) of the respective system, and n0

follows uniquely the ψ. This demonstrates a one to one correlation between them

and leads to an assumption that n preside over the entire properties of the system.

As a result, the expectation value for any observable P̂ is a unique functional of n

at ground state, which can be written as:

< ψ|P̂ |ψ >= P [n]. (2.4)

According to the second theorem, the total energy functional at ground state

under any vext(~r) applied to many electrons system, can be expressed as:

E[n(~r)] = FHK [n(~r)] +

∫
n(~r)vext(~r)d(~r), (2.5)

where, vext(~r) is the external potential which comes from many nuclei. The first

term (FHK [n(~r)]) on the right–hand side is a universal functional of the electron gas

system, independent of vext(~r). Following the variational principle, E[n(~r)] tuned

to its minimal value regarding to the ground state density of the respective system

associated to vext(~r).
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2.2 Kohn–Sham equations

Though, the H–K theorems strongly correlate the density and the external potential

(1st theorem) and correlate total energy to external potential (2nd theorem), but it

is failed to find the concrete solution. In 1965, Kohn and Sham published their

equations and switched DFT to practical applications [2], like e.g. electronic band

structure of solids. Kohn and Sham replaced many–body system (interacting) to

single particle system (non–interacting), leading to the accurate total energy func-

tional E[n(~r)] of the non–interacting system [2, 3]. The E[n(~r)] can be expressed

as:

E[n(~r)] = Ts[n(~r)] +

∫
veff (~r)n(~r)d3~r. (2.6)

In Eq. 2.6, the first term Ts[n(~r)] can be elaborated as kinetic energy of the

non–interacting electrons with n(~r). The single particle KS equation for electrons

moving in an effective vext(~r) can be written as:

[
−~2

2me

~O2 + veff (~r)− εj]φj(~r) = 0, (2.7)

where the KS energy eigenvalues (the diagonal members of the Lagrangian mul-

tiplier) and the wave functions of a single particle (also called KS orbitals) are

represented by εj and φj(~r), respectively. The density of the interacting particles

can then be defined as by using the KS orbitals φj:

ns(~r) =
N∑
j=1

|φj(~r)|2. (2.8)

The veff (~r) mentioned in Eqs. (2.6, 2.7) can be written as:

veff (~r) = v(~r) +

∫
n(~r ′)

|~r − ~r ′
d~r ′ + vxc(~r). (2.9)

Now it is obvious from these equations that the non–interacting electrons are

moving in veff (~r) rather than in v(~r). The vxc(~r) = the exchange correlation po-

tential = δExc
δn(~r)

. The entire K–S equations can be solved by self consistent field

approach. The accurate density and total energy of the system at the ground state

can be calculated if vxc is known.

2.3 The Exchange–Correlation Functionals

The KS equations mentioned in the previous section are exact, irrespective of the BO

approximation. However, the exact form of vxc[(n)] is not known and we need some

approximations for xc functional. For this purpose a large number of functionals

have been recommended. According to complexity, they were categorized by J.

P. Perdew and K. Schmidt, in a scheme named as Jacob’s ladder [5], shown in
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Figure 2.1: Schematic diagram of ′′ Jacobs ladder ′′ of exchange-correlation func-

tionals proposed by J. P. Perdew.

Fig. 2.1. It starts from local density approximation and ends with the accurate

xc functional. There are two kinds of functionals. (1) Non–empirical functionals

were developed in the frame of some physical criteria. (2) Empirical functionals

were developed following by the known outcomes of atomic/molecule characteristics.

These functionals will be introduced in the following section in detail.

From the last few years, many approximations have been introduced, but we de-

scribe here only a few of them (listed below) used in our calculations for the specific

features of water splitting materials.

→ Local (spin) density approximations (L(S)DA)

→ Generalized gradient approximation (GGA)

→ Trans Blaha–modified Becke Johnson approximation (TB–mBJ)

→ On–site Hubbard interaction with DFT (DFT+U)

2.3.1 The Local (spin) Density Approximation (L(S)DA)

In the LDA approximation [2, 6], a real system is decomposed into small volumes

and the density of electrons (n(~r)) is assumed to be homogeneous within each small

volume. So, the xc energy can be extracted from the homogeneous electronic density.

Mathematical expression for the total xc energy is given by:

ELDA
xc [n(~r)] =

∫
d3~rn(~r)εhomxc , (2.10)

here, the Exc per particle of a uniform electron gas with density is symbolized as
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εhomxc [7]. Practically, Ex and Ec of a uniform electron gas with n(~r) are calculated

separately i.e. an analytic relation for the Ex is used and a known expression of

Volso, Wilk and Nusair (VWN) [8] on the basis of quantum Monte Carlo technique

for electron gas [9] is used for the calculation of Ec, respectively. It should be noted

that the VWN–LDA is used in SPR–KKR code by default, while the LDA proposed

by Perdew and Wang [29] based on random phase approximation (RPA) is used in

WIEN2k code by default.

Moreover, local spin density approximation (LSDA) [29, 11] is also commonly

used approximation in the solid state physics to calculate Exc per particle depends

on n↑(~r) and n↓(~r). Hence, due to spin dependent density, the above equation takes

the shape as:

ELDA
xc [n↑(~r), n↓(~r)] =

∫
d3~rn(~r)εxc[n↑(~r), n↓(~r)]. (2.11)

The above equation is used to characterize the magnetic systems. For this, spin

densities (n(~r) = n↑(~r) + n↓(~r)) are used instead of total electron density. Due to

this, one particle wave function with spin up and spin down and then two effective

potentials (one for spin up and spin down) were obtained.

In fact, LDA works extremely well for metals in which the densities are varying

very slowly. The idea behind this success in LDA is the systematic cancellation

of error and the fulfilling of sum rules for any density during the cancellation. Be-

sides, LDA does underestimate (overestimate) the correlation (exchange) in uniform

systems, but generate nice results of ELDA
xc . Furthermore, its recent results report

overestimation in the cohesive energy (15–20 %) and underestimation in the lattice

constant (2–3 %) of metals as well as insulators.

2.3.2 The Generalized Gradient Approximation (GGA)

In order to solve the problem of rapid variations of electron density in real materials,

a density gradient (On(~r)) is included as the next term of a Taylor expansion. First

effort to include gradient of the density into the LDA functional failed completely.

Perdew [13] pointed out the reason that it violates the basic sum rule and suggested

the so–called generalized gradient approximation (GGA) [14, 15]. The generalized

gradient approximation (GGA) [14] results from the cut–off appear in the curve at

higher gradients for higher contributions of gradient.

Becke [16] explained the working procedures of the GGA’s, which he explains by

using the following expression:

Exc =

∫
d3~rAn(~r)F (x(~r)). (2.12)

The symbols n(~r) and x = |~On|/n4/3 are standing for the local density and reduced

gradient. In Eq. 2.12, the LDA expression and enhancement factor are symbol-

ized by the letters A and F (x(~r)), respectively. The functional, here denoted by
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enhancement factor F(x), depends not only on the local n(~r) but also on the ~On(~r)

to evaluate the asymmetry of the xc between h+ and reference ē’s. In this series,

Kohn [17] introduced an equivalent formalism:

EGGA
xc =

∫
fGGA(n(~r)), |~On(~r)|)n(~r)d~r. (2.13)

Irrespective of LDA, the GGA functional depends on two independently calcu-

lated variables like x = n and y = ~On, which are functions of ~r by itself. The

exchange–correlation functional fGGA depends on x and y, respectively.

This functional positioning one step above from the LDA (known as second

generation) on the Jacob’s ladder (see Fig. 2.1). Different approaches have been

introduced i.e. Becke (B88) [18], Perdew and Wang (PW91) [6], Lee–Yang–Parr

(LYP) [19] and Perdew, Burke and Enzerhof (PBE) [20], to yield functionals up to

corrected correlation. Finally, as a conclusion, GGA favored robust surfaces and

reduces over–binding as compared to LDA. Introducing ~On(~r), the ground state

properties of molecule and solids calculating via GGA are found far better than

LDA and close to the experiment.

2.3.3 Trans–Blaha Modified Becke Johnson Approximation

(TB–mBJ)

The functionals (L(S)DA/GGA) (mentioned in Sec. 2.3.1 and 2.3.2) proposed spe-

cific approaches for the xc energy Exc to calculate the electronic structure of the

solid state materials within DFT based on KS method. The results obtained from

these approximations (semi–local) have very good agreement with the experimental

findings. Computationally, these approaches are less expensive than other suggested

methods. In spite of all these qualities, both LDA/GGA functionals have drawbacks

especially in semiconductors and insulators. They underestimate the band gaps [21]

or falsely lead to metallic nature.

A. D. Becke and E. R. Johnson (BJ) in 2006 proposed an exchange potential that

reproduced the accurate form of atomic OEP and improved results over LDA and

PBE–GGA. Apart from this, BJ potential underestimates the band gaps and it is

not precise; therefore some improvement is still needed. F. Trans and P. Blaha [23]

modified the original BJ potential that to produce better band gaps. This interprets

with the experimental results as well as with the results of other expensive methods.

Mathematically, modified BJ (MBJ) can be written as (It should be noted that the

subscript σ is used in the TB–mBJ approach is used for spin.):

vMBJ
x,σ (~r) = cvBJx,σ(~r) + (3− c) 1

π

√
5

12

√
2tσ(~r)

2nσ(~r)
. (2.14)

Here, nσ is the electron density and (tσ) is kinetic energy correction. (1
2
)
Nσ∑
i=1

~Oψ∗i,σ.ψi,σ.
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The original exchange potential proposed by Becke and Roussel that model ex-

change hole Coulomb potential is:

vBRx,σ (~r) = − 1

bσ(~r)
(1− e−xσ(~r))− 1

2
xσ(~r)e−xσ(~r). (2.15)

The parameters xσ to be calculated need some variables i.e. ~Onσ, ~O2nσ and tσ for

xσ and bσ from an equation (x
3
σe
−xσ(~r)

8πnσ
)
1
3 is used. Basically, Becke and Johnson used

the Slater potential (vSlaterx,σ ) rather than the BR potential (vBRx,σ ) and they verified

that both potentials are similar for atoms i.e. vSlaterx,σ =vBRx,σ . In WIEN2k code, they

modified tσ that depend on the KS potential, is given by:

tσ(~r) =
Nσ∑
i=1

εi,σ|ψi,σ|2 − vKSeffe,σ(~r)nσ +
1

2
O2nσ. (2.16)

The parameter c in Eq. 2.14 has a linear relation with |~On(~r)/n(~r)|1/2, which is

shown in a relation:

c = α + β(
1

vcell

∫
|~On(~r ′)|
n(~r ′)

d3~r ′)
1
2 , (2.17)

α and β are two free parameters. In the WIEN2k code [42], the dimensionless

quantity α having value is -0.012 and β = 1.023 Bohr1/2. To the exchange potential

of mBJ (vMBJ
x,σ ), also include a correlation affect in the form of LDA correlation

potential [20] i.e. mBJ–LDA. Under the condition of variant available possibilities,

F. Tran et al., [41] got very satisfactory results using Eq. 2.14, and the results (band

gaps of different semiconductors) obtained via LDA and mBJ–LDA functionals are

plotted in Fig. 2.2, with the results obtained from HSE, G0W0 and GW.

2.3.4 On–site Hubbard interaction with DFT (DFT+U)

In this thesis, we treat transition metal oxides (TMO) [1, 2, 26] (with localized d

states) for which traditional DFT approximations fail to determine the accurate

gap of insulators and semiconductors especially in systems like bulk Silicon, ZnO

and other correlated insulators [25]. The symbol 4C is defined as the difference

between the ionization energy (IN = EN−1
0 − EN

0 ) and the electron affinity (AN =

EN
0 − EN+1

0 ), where EN
0 indicates the ground states energy of N correlated system.

In this context, it was found that narrowing band gaps of TMO are governed by

the 3d localized states. So in order to overcome this error a deficiency of traditional

DFT approximations, we apply a generalized Hubbard model to calculate the exact

vxc of a correlated system, as a consequence to get a stable ground state electronic

structure. So, in 1991, Anisimov and his co–worker [22] developed a similar method

to the hybrid functionals named as LDA+U to predict the insulating nature of the

TMO rather than metallic one as predicted by LDA or GGA. The on–site Coulomb

interaction in the localized states like d states deal with by Hubbard type term (U)

is the main aim of DFT+U. To correct the double counting of the interactions, a
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Figure 2.2: Theoretical and experimental band gap values for some selected semi-

conductors. taken from [23]

.

correlation term was considered within the Hubbard model. The total energy at the

level of LDA+U can be written as [26]:

E = ELDA+
1

2

∑
m,m′,σ

U(nimσ−n0)(nim′−σ−n0)+
1

2

∑
m,m′,σ
(m 6=m′)

(U−J)(nimσ−n0)(nim′σ−n0),

(2.18)

where m,m′ and σ defining various d orbitals and spin (↑, ↓), respectively, and J is

used for Hund’s rule exchange parameter. First term ELDA is the spin–independent

total energy term. Eq. 2.18 is defined in concurrence to the orthonormality of the

localized orbital (strongly correlated electrons). The quantities n0 = nd/10=mean

occupancy of single d orbital, and nimσ=spin and orbital dependent of these local-

ized orbitals. Due to on–site Coulomb interaction, these bands split into an upper

Hubbard band (at +U/2) and lower Hubbard band (at -U/2) to obtain a desired

band gaps (insulating gaps). These findings show nice agreement to the results

obtained from the hybrid fucntionals reported by Tran et. al. [27] in TMO.
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Chapter 3

Electronic Structure Methods

In this chapter, we will focus on the solution of Kohn–Sham (KS) equation and re-

lated quantum mechanical problems i.e. total energy and other physical observables.

We want to describe the single electron system as the vital role ingredient for the

3D electron systems. The Bloch theorem deals with the periodicity of a crystal that

reduces infinite number of wavefunctions of a single electron to simple electrons of a

unit cell, which is to be calculated. In terms of calculation, it describes the systems

and their study is restricted to unit cell in a reciprocal space. So in order to evaluate

the KS orbitals of a crystal, we need to apply the Bloch states to solve quantum

mechanical wavefunction and energy of a system at ground states.

The sobering news after converting the many body interacting system to single

electron interacting system, namely the KS equations, still presents numerous com-

plications: In the atomic region it is found that the kinetic energy (K.E) leads to

rapid oscillation near the nuclei due to its large value. With this large value of K.E,

the ψn in the atomic region can be described by small basis set, because it is then

hard to solve the SWE. While in between the atoms K.E and ψn behave oppositely

i.e. K.E is small and ψn is smooth, and in addition the ψn acquire large basis sets.

These difficulties are non–trivial and different strategies have been introduced.

(1) The atomic point of view plays a central role in the quantum mechanics.

Like atomic orbitals, the basis functions are selected. In contrast, the ψn can be

characterized by small basis functions, while the chemical bonding is characterized

by the overlapping tails of these basis functions. Many methods in this class are in

accord of, (a) a well established basis set is included, where the basis function are

difficult to manage and (b) mathematically and numerically proper basis functions

are implemented, which reproduces the inadequacies. However, these inadequacies

are then compensated by large basis sets.

(2) Pseudopotentials consider the free electrons in the valence shell in the external

potential of the core electrons of an atom. Therefore, the plane–waves are always

used for free electron gas in pseudopotential approximation. These plane–waves

make the basis function smooth and suitable for computation. In contrast to the

24
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computational efficiency, there are some disadvantages like it needs large basis sets

and it completely ignores strong fluctuation near the nucleus.

(3) Augmented wave techniques represent a different approach in which a space

composed of wave functions similar to atomic like wave inside the atomic regions

and a set of envelope functions (plane waves) are considered in the bonding region.

These waves are then augmented at the sphere boundary.

The projected plane wave method is a new version of augmented plane wave

and pseudopotential methods, which takes the advantages of both methods into a

merge electronic structure method. Based on these ideas, let us breifly describe the

methods of our interest in recent research.

In 1937, Slater [1] introduced augmented wave method (APW). According to this

method the potential inside the MT sphere is spherically symmetrical and constant

in the interstitial region. Then O. K. Andersen [2] demonstrated that the energy

dependent basis sets can be augmented with energy independent basis functions by

linearization. In the APW method, the eigenfunction is evaluated at fixed energy

by orbital solution of the radial function. Therefore, every time a new energy is

required in the evaluation of new basis sets. The energy dependent matrix elements

lead the secular equation will be non–linear problem in energy.

In the APW method, the basis set is constructed in the atomic region by radial

solution to the Schrödinger equation for spherically symmetric effective potential as

a function of energy

[
−~2

2me

~O2 + veff (~r)− ε]φl,m(ε, ~r) = 0, (3.1)

It should be remembered that the angular momentum eigenstates is φl,m (partial

wave), which is expressed as a product of ul and Yl,m. The energy dependent φl,m

can be expanded by Taylor series in the limit of energy εν,l.

φl,m(ε, ~r) = φν,l,m(~r) + (ε− εν,l)φ̇ν,l,m(~r) +O((ε− εν,l)2), (3.2)

here both partial wave and energy derivative of partial wave are equal, while the

energy derivative term is obtained from the energy derivative of SE

[
−~2

2me

~O2 + veff (~r)− ε]φ̇ν,l,m(ε, ~r) = φν,l,m(ε, ~r). (3.3)

Next to begin from the basis set (plane wave), also called envelope functions

|χ̃i >. These plane waves are replaced by partial waves/derivative partial waves

inside the atomic region, in such a way that the envelope function is continuous and

differentiable. The augmentation of these χi can be written as

χi(~r) = χ̃i(~r)+
∑
R

θR(~r)χ̃i(~r)+
∑
R,l,m

θR(~r)[φν,R,m(~r)aR,l,m,i+ φ̇ν,R,m(~r)bR,l,m,i]. (3.4)
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The term θR (step function) in the augmented sphere of radius ~RR (which is∼covalent

radius) is equal to unity and zero outside. It may also be called the MT radius in

the touching spheres of neighboring atoms. One therefore requires that the valence

states determine by the basis functions. Here the core states denote the localized

states in the augmentation sphere which can be determined from the radial solution

to Schrödinger equation within the sphere. Both coefficients (aR,l,m,i and bR,l,m,i) are

obtained from the envelope functions, which are divided into spherical harmonics

by radial functions around each atomic site

χ̃i(~r) =
∑
l,m

uR,l,m,i(|~r − ~RR|)Yl,m(~r − ~R) (3.5)

The matching norm of φR,l,m,i and φ̇R,l,m,i and uR,l,m,i(|~r|) and its derivative,

results in the expansion coefficients (aR,l,m,i and bR,l,m,i).

If the basis functions (in Eq. 3.5) are plane waves, then the technique based

on them is called linearized augmented plane wave (LAPW). Singh [3] presented a

thorough review on LAPW method. Let us discuss shortly the improvements of the

LAPW. The idea of augmentation was firstly introduced by Soler [4]. At the same

time, the APW are discontinuous at the surface of augmented sphere. Soler used

an expansion of the plane wave for the second term with the same dependency as

in the third term, which faster the convergence of angular momentum. Based on

this, Singh [5] introduced local orbitals (nonzero in the MT sphere), where they are

superpositions of both partial waves from various expansion energies. Local orbital

relaxes the variational flexibility in the energy. Further improvement comes from

Sjötedt [6], relaxing the condition for the basis function i.e. these are differentiated

at the sphere boundary. According to her, the local orbital are enclosed in the

sphere and put no extra condition on the APW basis set. The increased variational

flexibility in the energy improved the convergence of PW.

Last but not the least, the full potential LAPW method provides well–define

basis sets [7]. In this case, the shape approximation is used entirely to define the

basis sets |χi >, whereas the matrix elements (< χi|H|χi >) of the Hamiltonian are

determined with FP–LPAW.

3.1 The Augmented Plane Wave (APW) method

In order to solve the KS equation, many possible methods have been developed.

Frequently, Slater [1] approximated the solution of KS equation by developing the

augmented plane wave method. Based on this method, one can identify two different

classes of regions in space (single crystal): (1) type–1 with spheres centered at

each sites, called muffin ten (MT) spheres (2) type–2 with free space between these

spheres, named as interstitial region. The MT spheres are chosen so that they do

not overlap and they approximately fill the possible space. In this respect, Slater [1]
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distinguished the basis sets i.e. they behave as plane waves in the interstitial region,

and are approximated to be spherically symmetric inside the MT spheres, which is

shown in Fig. 3.1. These limitations to the potential are called MT approximation or

shape approximation. Both basis functions are augmented into the radial solutions

of the Schrödinger wave equation at the sphere boundary. The Bloch eigenfunctions

near the atomic sites can be directly described from these radial functions. In this

approximation, the single eigenfunction can be effectively expressed as:

ϕAPWG (~r,~k) =


ei((

~k+ ~G)~r I region

∑
L

a
~k+ ~G
L ul(~r, El)YL(r̂) MT region,

(3.6)

where the reciprocal lattice vector, crystal momentum, angular momentum index

(l,m) and spherical harmonic in this expression are given symbols as ~G, ~k, L and

YL(ř). The coefficients a
~k+ ~G
L are responsible for the matching norm. At this condi-

tion, the basis functions are acquired to be continuous at MT sphere boundaries and

the coefficients a
~k+ ~G
L are found from the plan wave expansion into Bessel function

(which is replaced by radial function suggested by Slater) at the sphere boundary,

while the plane waves are energy dependent. Where ul depends on energy El repre-

sents the radial solution of the Schrödinger wave equation. Consequently, the APW

explains very well that it uses very efficient basis functions and generally describes

the entire quantities in both regions of space.

Nonetheless, disadvantages to the APW method exist. (1) The APW method

does not allow sufficient variational freedom at fixed energy. Because each APW

must be produced at a given fixed eigenenergy. (2) As the radial function ul depends

on energy, this leads a secular equation to non–linear problem, and makes the APW

method very expensive. (3) In APW, there is another problem which is not overly

important but has an impact on the calculations i.e. the radial function equal to zero

at the boundary of MT sphere which could result in asymptotic behavior implies

a decoupling of PW ’s and radial function. (Note: For detailed discussion see the

book by Loucks [8] and for the introduction point of view see the articles by L.F.

Mattheis et al. and H. Ehrenreich et al., [9, 10]).

3.2 The Linearized APW (LAPW) method

As is well known, the augmented plane wave method does not provide correction to

the non–linear as well as the asymptotic problems. However, some important for-

malism has been provided by APW to devise a different and improved method for

this purpose, called the linearized augmented plane wave (LAPW) method [2, 11].

The energy dependent basis functions ul inside the MT spheres were extended by
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Figure 3.1: Unit cell is decomposed into muffin–tin spheres and interstitial regions.

their energy derivatives (u̇l) mentioned by Marcus [12]. Both ul and u̇l are calcu-

lated at fixed energy El. So, the energies and wavefunctions are overwhelmed by an

error, but the errors are only of the fourth and second order in the difference E–El.

For this mechanism, the energy independent basis functions,

ϕLAPWG (~r,~k) =


ei((

~k+ ~G)~r I region

∑
L

RLAPW
L (~r)YL(r̂) MT region.

(3.7)

The basis functions of LAPW is shown schematically in Fig. 3.2. The value

of coefficient RLAPW
L (~r) is equal to the linear combination of a

~k+ ~G
L ul(~r, E1) and

b
~k+ ~G
L u̇l(~r, E1), where u̇l is the energy derivative of ul. The continuity in the basis

function with the first derivative of the basis function at the surface of the MT

sphere are assured by the determined values of the coefficients (a
~k+ ~G
L ul(~r, E1) and

b
~k+ ~G
L u̇l(~r, E1)).

The shape of the physical solution of the energy dependent radial function will

not have similarities with ul and u̇l, while the matching norms are strictly math-

ematical (see from the Fig. 3.3). The linearization in the basis sets of the APW

method offer enough flexibility to represent valence electron states in the I region

and localized electronic states close to nuclei around E1. The main importance in

the LAPW method is to construct sufficient variational freedom that could solve

exactly the single particle Schrödinger equation within the MT sphere. In LAPW,

by linearization, two major problems were resolved: to eliminate the non–linear

problem to secular equation and use single diagnalization of the secular equation to
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Figure 3.2: The basis functions (LAPW) created for k(G=0) (a) at the M–point

and (b) M–point of the Brillouin zone of a 3–layer thin film of Cu(100). The basis

function selected here are Cu–4s(a)/4p states (b). taken from [13]

determine all energy eigenvalues. Especially more specific to calculation, the conver-

gence in the LAPW method is merely less or equal than APW method with respect

to basis functions [13] but without any doubt the LAPW is in practice an improved

method over APW.

3.3 The Linearized/Augmented Plane Wave plus

Local Orbital (L/APW+lo) method

Generally, electronic states are categorized into three parts: (1) core states com-

pletely localized inside the atomic sphere and treated fully relativistically, (2) valence

states electrons are responsible to take part in chemical bonding, and (3) semi–core

states present a problem to LAPW method. These states are described as core states

because of the high delocalization in the MT sphere. Yet the energy parameter ac-

quired to describe these states is already utilized for the description of the valence

states. For example, the La–5p states lie in high energy, which is to be neglected

in the total energy simulations [14]. This problem has been extensively resolved at

different available schemes. As, in APW method, the lonely energy independent

basis sets does not provide sufficient variational flexibility to find a solution at fixed

energy. This problem was disposed of by introducing extra basis set containing local

orbitals for l ≤3. The addition of local orbitals did not affect the basis set (APW)

and the no. of plane waves in I region.

So, in order to improve the variational flexibility, Singh [14] established the notion

of the local orbitals (LOs) to deal with the semicore states in the LAPW method.

The local orbitals presented extra basis sets, which are entirely confined in the MT

spheres, are given by.
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Figure 3.3: The radial solution ul are augmented at MT sphere boundary for Ce for

different orbital quantum number of an LAPW basis function.

ϕloL (~r,~k) =


0 I region

Rlo
L (~r)YL(r̂) MT region,

(3.8)

herein, the coefficient Rlo
L is equal to similar radial functions (see section 3.2)

except lo replace ~k + ~G, which is the index for local orbitals i.e. aloLul(~r, E1) and

bloL u̇l(~r, E1), and using the same linearization energy. The entire coefficients are

found from the normalization of the basis function of the local orbital and have zero

values at sphere boundary. Slight change in the linearization energy for the local

orbitals cannot influence simulations. The linearization energy can easily be selected

under certain condition like decoupling of basis functions and bloL can be evaluated

at the MT boundary with a limitation that aloL=1 and φloL =0. It should be noted

that once LAPW code is modified using the local orbitals then it is very easy to

turn it into APW+lo method.

The basis set of APW+lo include both respective radial functions; (1) ul(~r, E1),

which is used to describe efficiently the eigenfunction at fixed energy E1 (in APW

method) (2) and that of LAPW methods a linear combination of ul(~r, E1) and u̇l(~r,

E1), which is used to describe the states effectively away from E1. Furthermore, the

inclusion of local orbitals in APW compared to the standard LAPW offers faster

setup of matrix elements.

The APW+lo method leads to a small basis set similar to APW method and
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same linearization energy, yielding the same accuracy as LAPW method but faster

in convergence described by numbers of PWs [16]. Greater efficiency of APW+lo

is based on mixed basis set that highlight the significance of the orbital quantum

number (l), while higher l used for LAPW.

3.4 Full Potential Linearized Augmented Plane

Wave (FP–LAPW) method

The APW method [1] based on MT approximation was regularly used in metallic

systems (highly coordinated systems) e.g. face center cube metals. However, the

MT approximation found a weak approximation in systems where solids are co-

valently bonded and in layered structures systems. This leads to a contradiction

with experiments. So, the full potential (FP) method is introduced to enhance

further accuracy in the results. For this no shape approximation was introduced,

which is essential to treat these problems. According to FP–LAPW, which combines

the basis set of LAPW method, the potential in the I region is not constant and

non–spherical within MT sphere. On the basis of no–shape approximation, the V

(maximum between two neighbor atoms) and n (minimum between two neighbor

atoms) are augmented in to lattice harmonics within each individual MT sphere and

(outside I region) as a Fourier series.

V (~r) =



∑
G

V G
I e

i ~Gr(r̂) MT region

∑
L

V L
MT (~r)YL(r̂) I region.

(3.9)

This general scheme is called as full potential calculation scheme. Due to no

shape approximation, the choice of the MT radii is no more critical in this method.

With the development of this method it is possible that one would achieve various

radii (a maximum choice) depending on weather one would seek at the n (density)

and V (potential). Comparatively, with implication of FP–LAPW method, it is very

easy to handle the problem rather to make compromise with MT approximation.

3.5 Optical Properties

Linear optical properties based on linear optical response theory determine from

OPTIC program [20] implemented in WIEN2k code [21], which we explain as: it is

known that intrinsic semiconductors behave as insulator (at very low temperature),

where the valence band maximum (VBM) (completely occupied by electrons) and

conduction band minimum (CBM) (normally free or partially filled) are separated
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Figure 3.4: Schematic representation of conduction band and valence band. It shows

the energy versus the in plane carrier momentum (a) it describes the direct band

transition and (b) describes the indirect band transition.

by band gap. The semiconductors of direct band gap have zero momentum and vice

versa (see Fig. 3.4).

Fig. 3.4 demonstrates that the electron from VB is optically excited and leaves

the hole in the VB, referred to as optically induced transitions of exciton. Holes

behave similar to electrons in spin, charge and effective mass but in opposite sign.

Mathematically, the behavior of a single exciton is similar to H atom in parabolic

band. The binding energy Eb of the lowest state is directly related to reduce effective

mass µ and has an inverse relation with m0 and square of dielectric constant ε [22];

Eb = µ/(m0ε
2). This implies that smaller µ (≈ 0.05m0) and larger ε (≈ 13) in

case of GaAs produce Eb in the order of few meV, which is lying below VB to CB

transition. Therefore, the natural level for internal exciton transitions is the far–

infrared, terahertz (THz) on the spectral range and is equals to 4.1 meV (photon

energy). In semiconductor physics, the SWE represents electrons and holes are the

Wannier equation, while Wannier excitons stand for the solution of bound pair.

During the discussion, we will elaborate the excitons and their basic properties

with some restriction i.e. the binding energy of small excitons need large Bohr

radius implies large spatial separation of excitons lead non–bosonic behavior. More-

over, recombination of electron (excited) in CB whereas hole in VB happens in

a short interval (10−9 s) in direct band gap semiconductors and emits the excess

energy, usually referred as spontaneous emission. On the basis of these fermionic

(electron/hole) excitations, semiconductors lead several insights e.g. exciton reso-

nance (optical absorption), spontaneous emission, and photoluminescence [23, 24].

Here, we will briefly explain the main aspects of optical absorption (interband spec-

troscopy):



CHAPTER 3 ELECTRONIC STRUCTURE METHODS 33

→ Interband Spectroscopy :

It is recognized that on the basis of Maxwell’s equations, one can know some

related features of semiclassical properties (optical) of semiconductors.

In semiclassical optics, Maxwell’s wave equation (without free carriers) is given

by:

[∇2 +
n2

c2
∂2

∂t2
]E = −µ0

∂2

∂t2
P. (3.10)

Here in, ∇2 stands for Laplace operator, µ0 is constant depending on the unit

system and polarization vector is symbolized by P . The wave equation describes

the interaction of classical electromagnetic field and matter, can be split into two

parts e.g. resonant part (treated strongly on the basis of macroscopic optical po-

larization) and nonresonant part (taken into the refractive index). In this thesis,

we neglect the polaritonic propagation effects, because we deal with nanostructural

materials. In the case of crystalline materials (semiconductors), it is suitable to

express P into Bloch basis [25] i.e. P =
∑
k

dcvPk + c.c., here Pk, Dcv describe po-

larization amplitude, optical dipole matrix element between CB and VB (interband

transition) and k is the carrier’s crystal momentum, respectively. S. W. KOCH et

al., [26] obtained the Bloch equations (for semiconductors) while introducing inter-

band transition (optical) and Coulomb interaction between excitons that couple Pk

and fak (occupation probability). Here the Wannier equation is defined as the linear

polarization equation in homogeneous form i.e. f e = 0 = fh and has mathemati-

cal similarity to SE used for H problem, and it can be solved in two ways such as

excitaon states (bound solution) and Coulomb interacting ionized state (unbound

solution). The electron–hole susceptibility is obtained from the inhomogeneous part,

resulting in the Elliott formula [27] (linear susceptibility) as:

χ(ω) = 2|dcv|2
∑
λ

|φλ(r=0)|2

Eλ − ~ω − iγλ
. (3.11)

This equation exposes the resonant contribution, a phenomenological dephasing

factor γλ and also shows that the absorption resonance occurs at ω. The susceptibil-

ity exposes the degree of polarization of dielectric materials due to the application of

external electric field i.e. greater the susceptibility larger will be the polarization in

the material. Hence, it influences the electric permittivity, which in turn influences

different mechanism. The optical behavior of an intrinsic semiconductor can be de-

termined from the lattice, free carriers (mobile ions and holes) and the interband

transitions, which ultimately lead to a dielectric function.
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Figure 3.5: Sketch showing (a) the core band electron, Fermi level, valence and

conduction bands (b) and the core electron excitation to the available unoccupied

state above the Fermi level.

3.6 X–rays Absorption (XAS) and Electron En-

ergy Loss (EELS) spectroscopy

X–rays absorption (XAS) and electron energy loss spectroscopy (EELS) are funda-

mental core level techniques for analyzing electronic properties; structural, chemical

of a specific materials. XAS takes responsibility for the energy absorption of X–rays

and EELS describes the energy loss of high energy electron propagating through

a material [28]. The spectra obtained from both techniques include fine structure

and edge structure in the case of extended energy loss and absorption denoted as

(ELNES/XANES, EXELFS/EXAFS). Here, we focus on ELNES (energy loss near

edge structure), accounts for the electron energy absorption near and above the

core level energies of an atom. It corresponds to inelastic losses from the core states

(deeply) electron excitation to unoccupied states (above the Fermi level) in a system

and similar approach is also applied to XAS. As EELS is an absorption method and

the deep core level present the electronic structure of excited electron (in empty

states). Besides the fitting parameters, the shape of the spectra (edge) roughly pro-

portionals to unoccupied angular momentum partial density of states, followed by

selection rules (∆l = ±1). Fig. 3.5 demonstrates the core electron bands (narrower

and strongly bound to the nucleus) than valence band and conduction band.

According to an independent particle approximation [29], the screened core hole

effect must be considered in the simulation of excited electron states. There are
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many approaches working under different conditions to simulate core hole XAS and

EELS of crystal, while the narration of excitation is upgrade in the electronic band

structure methods. It is known from Fermi’s Golden rule [30] that both X–rays

absorption coefficient and transition rate are proportional to each other and mostly

the one–electron approximation of the Golden’s rule (equation is given below) is

used for the calculations of XAS.

µ∝
∑
f

| < ψf |p.A(r)|ψi > |2δ(Ef − Ei − ~ω). (3.12)

For the sake of fitting with the experimental data, some of the parameters like

e = ~ = m = 1, energy is taken in eV and distance in Å, respectively. The

symbols ψi and ψf take care of initial and final states of the effective one electron

Hi (i=initial) and H′ for final state. The H′ is used to simulate the ψf equals to

“final-state rule”. Final term (δ(Ef−Ei−~ω) stands for density of states. In case of

deep-core excitations, eikr = 1 i.e. the magnetic vector potential is ignored (dipole

approximation). Quadrupole correction is scaled as (Zα)2, where Z is the nuclear

charge and α is fine structure constant (∼= 1/37). Moreover, Zangwill and Soven in

1980 reported a negligible effect of the local field to deep core excitation.

Now, suppose the core loss EELS, where the incident electron loses its energy

during the interaction with the specimen’s atomic electron and excite electron to

unoccupied state from initial state. Double differential cross–section is considered

during this transition probability that describes the scattering of electrons (fraction)

into a solid angle dΩ in the energy rang from E to E+dE. It can be determined

quantum mechanically using Fermi’s Golden rule. According to one electron model,

the double differential cross-section can be written as:

d2σ

dEdΩ
∝ 4γ2

a20q
4
| < ψf |q.r|ψi > |2ρE, (3.13)

here the Bohr radius, relativistic correction factor, scattering vector and density

of states are symbolized as a0, γ, q, r and ρE, respectively. It is clear from Eq. 3.12

and Eq. 3.13 that both electron–electron and photon–electron operators (q.r) have

the same dipole, and also have the same selection rule ∆l = ±1. From the above

discussion, we concluded that both XAS and EELS are the same.

3.7 Thermoelectric Properties

In this part of thesis, we will elaborate it in three steps going from Thermoelectric

properties to BoltzTraP code [31] and Boltzmann transport theory.

→ Thermoelectric properties : Nowadays, solar photovoltaic and solar ther-

mal phenomena are mainly used to convert solar energy for human use. The work-
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ing principle of photovoltaic devices is to generate electricity from the electron hole

pairs and can be used in houses and especially in solar farms, while the second one

generates electricity from heat used in power plant and hot water systems. So, ther-

moelectric (TE) materials allow a direct conversion of temperature gradient (∇T )

into thermoelectric power gradient (∇S) and vise versa. (TE) materials have po-

tential applications like power generation and refrigeration technologies as well as

their future advancements and in addition also have the capability in the technolog-

ical areas e.g. sensors, energy harvesting, and the latest idea of thermopower wave

sources.

Generally, the efficiency of (TE) devices is mainly governed by the figure of

merit (dimensionless), i.e. zT = S2σT/κE + κL. Here, the terms S, σ, κE, κL

and T stand for thermopower (Seebeck Co-efficient), electrical conductivity, elec-

tronic/lattice thermal conductivity and absolute temperature, respectively and all

these parameters except T are interrelated to each other.

→ Boltzmann Transport Theory : The flowing of current (electrical/thermal

current) applied fields (electric field/∇T ) are termed as transport. As it is clear

from the first sentence that there is a linear relationship between current and fields

a step must be taken to calculate the transport coefficient from this linear behavior.

Transport coefficients have been evaluated with the help of microscopic model of

transport process. The Boltzmann transport formulation is used in this thesis,

which governed the semi–classical approach in the limit of constant relaxation time

approximation. The current is in general can be written as:

~J = e
∑
~k

f~k~v~k, (3.14)

where ~v~k, is the group velocity corresponds to state ~k with population f~k.

The distribution function f~k (measure the number of carrier) can change via dif-

fusion, external fields (electric/magnetic fields/∇T ) and scattering of carriers by

phonons/impurities/crystal defects. The Boltzmann equation carries the interac-

tions between the entire mechanisms, which is obtain from the population of states

[32], which can be expressed as:

∂f~k
∂t

+ ~v~k.∇~rf~k +
e

~
( ~E +

1

c
~v~k × ~H) = (

∂f~k
∂t

)scattering. (3.15)

For zero fields, the Boltzmann transport equations (BTE) are found to be Fermi–

Dirac distribution function f0(~k). Applying the condition of zero field plus constant

relaxation time for scattering terms, the population in the state is:

f~k = f0(−~k) + e(−
∂f~k
∂ε~k

)τ~k~v~k
~E. (3.16)

The Fermi distribution function at equilibrium position (zero fields) is:
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f0~k =
1

e
ε~k−µ
kBT

+ 1
, (3.17)

the chemical potential in the above Eq. 3.17 is symbolized as µ, which possess

high dependency on carrier concentration and low on temperature.

→ BoltzTraP code : It is a computer program that evaluate the semi–classic

transport coefficients. It is compatible to the band structure code WIEN2k [21]

and also can be easily interfaced to other available band structure codes like VASP

[33, 34, 35], Quantum espresso [36] etc. BoltzTraP code [31] is reliable on the

Fourier interpolation of energies of the bands dε calculated from WIEN2k code [21],

and also resulting in the velocities as Fourier sums. The BoltzTraP code is based on

the semi classical Boltzmann transport theory (BTT) under constant relaxation time

approximation and rigid band approximation has been tested for many applications.

These calculations need very dense k–mesh, normally acquired for the band structure

in SCF (self–consistent field) calculation.

Furthermore, it determines the applicability of materials as conductive mate-

rials. So, recent development in the nanostructured semiconducting materials has

been found to solve the energy problem. These compounds are classified on the

basis of low cost, high surface area, environmentally friendly and reliable. Normally

the materials (insulators, semiconductors, and metals) are classified into good or

bad criterion base on the figure of merit, power factor, Seebeck coefficient and elec-

trical/thermal conductivity, which is labeled in Fig. 3.6. It can be seen in Fig. 3.6

that the materials have high electrical conductivity and high charge density leading

to a high thermoelectric effect.

3.7.1 Electrical Conductivity

The rigid band approximation and BTT employed in BoltzTraP code [31] is used to

calculate electrical conductivity tensor, which is a base for all transport coefficients.

The passage of the electronic charges (electrons, holes) through crystal lattice of a

material is called electrical conductivity. Mathematically it can be defined as the

product of density of charge carriers (n) and their mobility (µ) i.e.

σ = nµe, (3.18)

where

σ =
eτ

m∗
. (3.19)

Here µ depends on the relaxation time (τ) and effective mass (m∗), which is

mainly determined from the band structure. As the mobility of charge carriers is

treated semi–classically in BTT and their drift velocity in a specific band is given
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Figure 3.6: Upper part of the figure represents the electrical/thermal conductivity,

Seebeck coefficient, power factor versus carrier concentration, while the lower part

represents the electronic and lattice thermal conductivity against the ln(n). taken

from [37]



CHAPTER 3 ELECTRONIC STRUCTURE METHODS 39

by:

vα(i,k) =
1

~
∂ε(i,k)

∂kα
, (3.20)

where ε(i, k), and k represent the ith band at point k and component of the

wave vector and subscript is the cartesian index. From the DFT band structure

we calculate the group velocity and then we simulate energy dependent transport

distribution tensor:

σα,β(i,k) =
e2

N

∑
i,k

τ(i,k)vα(i,k)vβ(i,k)δ[ε− ε(i,k)], (3.21)

and the electrical conductivity transport distribution tensor depends on temper-

ature and chemical potential is define by [38]:

σα,β(T, µ) =
1

Ω

∫
σα,β(ε)[−∂f0(T, ε, µ)

∂ε
]dε. (3.22)

Here, the group velocity, relaxation time, volume of the unit cell, Fermi Dirac

distribution function and equilibrium distribution function are represented symbol-

ically by v, τ , Ω, fµ and f0. Moreover, the number of k–points and Cartesian axes

are described by N and α/β.
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Chapter 4

Materials Selection

In this part of the thesis, a short description on metal oxides, most oftenly used for

water splitting process, is presented. In addition, our discussion will be more spe-

cific to niobium oxide and hematite regarding their physical properties and crystal

structures.

4.1 Metal Oxides for Water Splitting Process

The role of metal oxides in physics, chemistry and material science have been widely

described [1, 2, 3, 4, 5]. Technologically, these systems are used in the manufacturing

of different electronic devices and most significantly used as photocatalysts. Oxides

in bulk size have strong stability with well established crystallographic structures.

Though, the decrease in the particle size enhances the free surface energy. The

varying thermodynamic stability corresponds to their respective size and can induce

variation in the cell parameters and structural transformations [6, 7, 8]. But these

nano particles disappear due to the high surface free energy and, secondly, an inter-

action with environment. So, the nanostructral materials possess small surface free

energy, yet show stability i.e. mechanical and structural. As a conclusion, phases,

which are stable in nanostructure, show less stability in bulk and such behavior has

been observed in TiO2, VOx, Al2O3 or MoOx.

TiO2 was the first nanostructure material, reported by Fujishima et al., [9], used

as photocatalyst with the capability of producing H2 and O2 from water splitting. It

was also reported as an innovative photoelectrode material in the DSSCs [10], more

specifically to efficiency. Unfortunately, TiO2 absorbs light from solar spectrum in

the UV range with respect to its large band gap (3.4 eV) [11] that results a decrease

in efficiency and less stability in aqueous solution [12]. Comparison with tin oxide

SnO2 (stable, n–type and large band gap ∼ 3.6 eV semiconductor) [13] possess

magnificent optoelectronic properties. Besides, it is less valuable as compared to

TiO2 and ZnO for DSSCs due to their fast exciton recombination. In the same

manner, organolead trihalide perovskites having band gaps in the range from 1.5 eV
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Figure 4.1: Schematic representations of α–Fe2O3 along different crystallographic

axes.

to 2.3 eV [14, 15] found as photoelectrode but unfortunately it shows unstability,

when exposed to air. Along with TiO2, the researcher paid much effort to prepare

other photoanode materials like α–Fe2O3, Nb2O5 etc.

4.1.1 Hematite

Iron presents 6.3 % by weight in the earth’s crust and marks fourth in the most

common elements; it becomes oxidized to ferrous (+2) and ferric (+3) in air. Iron

oxide has the ability to absorb light in the VIS region. Among other iron oxides,

hematite (α–Fe2O3) demonstrates good photocatalytic activity and solar energy

conversion. From the last few years, it has been paid most attention due to low

cost, stability, and narrow band gap 2.1 eV [16] (covert solar radiation into useful

energy upto 40 %) and split the water into H2 and O2 by PEC.

Under ambient conditions, it is the most stable and common crystalline form

of iron oxide. The hematite, where iron Fe and oxygen O atoms arrange in the

corundum structure (trigonal–hexagonal scalenohedral (class 3̄2/m)), has rhombo-

hedral symmetry with space group R3̄c. Lattice parameters of α–Fe2O3 are a =

5.0356 Å, c = 13.7489 Å, and have six formula units/unit cell [17]. The structure of

α–Fe2O3 is very easy to understand and can be described as; the anions (O2−) are

organized in hexagonal close–packed lattice along the z–direction and cations (Fe3+)

hold two–thirds of octahedral aperture in the plane parallel to z–axis. Cations Fe3+

organize in such a way that it makes pairs of FeO6 octahedra. Then, it shares their

edges with three nearest octahedra in the same plane and one face with an octahedra

along the z–direction in the adjacent plane, as illustrated in Fig. 4.1. The trigonal
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Table 4.1: Lattice parameters of different phases (TT, T, M and H phases) of Nb2O5

Lattice Constant

Crystal Space a (Å) b (Å) c (Å) Temperature Refs

phase groups (C0)

Pseudohexagonal P6/mmm 3.60 3.61 3.92 500 [22, 33, 34]

Orthorhombic Pbam 6.19 3.625 3.94 - [33, 35, 36]

Tetragonal I4/mmm 20.44 3.83 3.82 900 [35, 27]

Monoclinic P12/m1 21.14 3.82 19.45 >1000 [1, 3, 22, 35]

β=119.90 ±0.40 P2, P2/m and [37]-[47]

distortion is caused by face sharing as the Fe atoms situated at the center repel to

minimize the Modeling energy of the crystal. Accordingly, acquire C3v symmetry

and exhibits two different bond lengths of Fe–O (see Fig. 4.1). In short, α–Fe2O3

behaves as antiferromagnetic below 260 K, while at room temperature, it exhibits

ferromagnetic nature.

4.1.2 Niobium Oxide

Niobium pentoxide Nb2O5 has been recently realized to be another nanostructure

metal oxide semiconductor, that offers a variety of applications that enhance its

importance and applicability in different research areas. Alternative to TiO2, it has

got much attention due to its appreciative properties like being non–toxic, highly

chemically/thermodynamically stable, stable under light irradiation. It is non corro-

sive material. In 1940s, importance has been given to Nb2O5, when its polymorphs

[18, 19] were synthesized and investigated as photocatalyst and photoelectrode ma-

terials in DSSCs. These extensive polymorphs are transparent because of their large

band gap, stable in air and aqueous solution [20], with complex structure. These

polymorphs are of different structural phases, which is in general based on NbO6

octahedral groups and the entire phases consist of ReO3–type structure. To date,

15 polymorphs have been reported, [21] among them the most common structures

are: pseudohexagonal (TT–Nb2O5), orthorhombic (T–Nb2O5), and monoclinic (H–

Nb2O5) [22, 23, 20, 24].

The crystal phases of Nb2O5 are shown in Fig. 4.2, that transform from amor-

phous to T–phase to M–phase and finally to H–phase [25] with respect to increase

in temperature from 200 ◦C to ∼1000 ◦C, respectively. The unit cell structures of

these polymorphs are shown in Fig. 4.3. The crystallographic data of TT, T, M and

H phases of noibium pentaoxides are listed in Tab. 4.1.

Herein, four, five or six O atoms are connected to each Nb atom (which is in the

center of all O atoms) on the ab–plane and chain exists between Nb/O atoms along
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Figure 4.2: Transformation of Nb2O5 crystal phase versus temperature starting from

200 ◦C to 1200 ◦C.

the z–axis. T–phase of Nb2O5 is obtained in the form of orthorhombic symmetry,

where six O atoms surround Nb atom (octahedral attachment). Also, thermody-

namically stable polymorph is monoclinic phase (H–Nb2O5) with lattice parameters:

a = 21.15 Å, b = 3.82 Å, c = 19.36 Å, β = 119.800 [26]. It consists of (3×4) and

(3×5) blocks (ReO3), coupled with NbO6 octahedra via columns of tetrahedral sites.

In addition to compensation of O deficiency, which is common in Nb2O5 structures,

is the nonstoichiometric compensation via partially detaching cations from tetrahe-

dron column. It can be obtained from shearing of crystal structure along (1 0 0)

and (0 0 1) planes of ReO3 blocks due to the rearrangement of these blocks. Similar

to H–Nb2O5, the M phase of Nb2O5 consists of 4 × 4 of ReO3 blocks [23, 27].

3D hierarchical Nb3O7(OH) is a novel photocatalytic material used for photo-

chemistry and it is used as photoanode material as DSSC based on its performance

surpasses Nb2O5. It is characterized by a smaller band gap 3.1 eV as compared

to 3.40–3.85 eV for different phases of Nb2O5, respectively [22]. Nb3O7(OH) or-

thorhombic phase (same as most binary Nb2O5) consists of (3 × ∞) blocks ex-

panded infinitely along b– and c–directions. Its crystallographic data is given by:

a = 20.74 Å, b = 3.823 Å and c = 3.936 Å, [28] respectively. A phase transfor-

mation occurs in Nb3O7(OH) above 500 ◦C (calcinide temperature) and appears as

Nb2O5 (monoclinic phase) [29, 30] the structure is similar to the latter compound

[31] (see Fig. 5.1). Our theoretical simulation describes improvement in the elec-

tronic structure, optoelectronic and thermoelectric properties of Nb3O7(OH) over
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Figure 4.3: Schematic representations of (a) TT–phase (pseudohexagonal), (b) T–

phase (orthorhombic), (c) H–phase (monoclinic) and 3D crystal structures of (d)

T–phase (orthorhombic) and (e) H–phase (monoclinic) of Nb2O5. [21]

Figure 4.4: Schematic representations of (a) Nb3O8 and Nb3O7(OH) and (b) Nb2O5

and in both figures the O and Nb atoms are marked by numbers according to their

position in the crystal.
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Nb2O5 [32].
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[5] J. A. Rodriguez, M. F. Garćia, (Eds.) Synthesis, Properties and Applications of

Oxide Nanoparticles. Whiley: New Jersey, (2007).

[6] J. Schoiswohl, G. Kresse, S. Surnev, M. Sock, M. G. Ramsey, F. P. Netzer, Phys.

Rev. Lett. 92, 206103, (2004).

[7] J. M. McHale, A. Auroux, A. J. Perrota, A. Navrotsky, Science 277, 788, (1997).

[8] H. Zhang, J. F. Bandfield, J. Mater. Chem. 8, 2073, (1998).

[9] A. Fujishima, K. Honda, Nature. 238, 37 (1972).

[10] O’Regan, B. Grätzel, M. Nature 353, 737, (1991).

[11] A. Janotti, C. Van de Walle, Rep. Prog. Phys. 72, 126501, (2009).

[12] M. Liu, C.-Y. Nam, C. Black, J. Kamcev, L. Zhang, J. Phys. Chem. C 117,

13396, (2013).

[13] W. Zhou, Y. Liu, Y. Yang, P. Wu, J. Phys. Chem. C 118, 6448, (2014).

[14] J. Noh, S. Im, J. Heo, T. Mandal, S. Seok, Nano Lett. 13, 1764, (2013).

[15] G. Eperon, S. Stranks, C. Menelaou, M. Johnston, L. Herz, H. Snaith, Energy

Environ. Sci. 7, 982, (2014).

[16] G. Rollmann, A. Rohrbach, P. Entel, and J. Hafner, Phy. Rev. B 69, 165107

(2004).

49



CHAPTER 4 BIBLIOGRAPHY 50

[17] L. Pauling and S.B. Hendricks, J. Am. Chem. Soc. 47, 781, (1925).

[18] F. Holtzberg, A. Reisman, M. Berry and M. Berkenblit, J. Am. Chem. Soc.,

79, 2039, (1957).

[19] G. Brauer, Z. Anorg. Allg. Chem., 248, 1, (1941).

[20] I. Nowak and A. M. Ziolek, Chem. Rev., 99, 3603, (1999).

[21] A. R. Rozina, S. Z. Ahmad, et. al., J. Mater. Chem. A, 2, 15683 (2014).

[22] A. Le Viet, R. Jose, M. V. Reddy, B. V. R. Chowdari and S. Ramakrishna, J.

Phys. Chem. C, 114, 21795, (2010).
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Chapter 5

Theoretical and Experimental

Study on the Optoelectronic

Properties of Nb3O7(OH) and

Nb2O5 Photoelectrodes

This chapter is based on a manuscript by Wilayat Khan, Sophia B. Betzler, Ondřej

Šipr, Jim Ciston, Peter Blaha, Christina Scheu, and Ján Minár, J. Phys. Chem. C,

2016, 120, 23329—23338. In this chapter, we did the electronic, optical, spectro-

scopic properties and thermoelectrical conductivity calculations. The spectroscopic

properties are then compared to Exp. data.
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5.1 Introduction

The consumption of fossil fuel stocks presents our society with a new challenge and

forces the research for alternatives. Efficient harvesting of the power of the sun

with solar cells would suffice to cover the world wide energy consumption. To bal-

ance out fluctuations in the energy production novel storage technologies need to

be developed simultaneously and in this regard hydrogen is intensively discussed

as a very promising material for energy storage. Dye–sensitized solar cells (DSSC)

and photocatalysis both apply semiconductors to generate charges which are either

separated to produce current or used up for chemical reactions (e.g. the splitting of

water to produce hydrogen gas). The solar light is absorbed by the semiconductor

whereby an electron is excited from the valence to the conduction band leading to

electron-hole pairs [1, 2]. The band gap size and energy position of the conduction

and valence band edges of the semiconductor are crucial for the performance of a

semiconductor in photochemistry as they determine the portion of the solar spec-

trum absorbable by the semiconductor, the potential of the electron-hole pair and

the band alignment of the device [3, 4]. Theoretical studies calculated the band edge

energies of a high variety of oxides [5, 6, 7, 8] predicting their applicability as photo-

catalyst or electrode material. Subsequent to their separation the generated charges

need to diffuse to the surface of the semiconductor. This process is endangered by

charge recombination a major loss mechanism leading to reduced quantum yields.

Consequently, both the charge transport properties and the energy position of the

band gap of a material have to be taken into account at evaluating its applicability

as photo–catalyst. Still, the ideal material system was not yet discovered [9] and

research needs to go beyond established material systems. This study focuses on

the prediction of material properties of a material class which was very recently

discovered as new material with attractive properties for photochemistry: Several

experimental studies show the applicability of Nb3O7(OH) [10, 11, 12, 13, 14, 15, 16]

and Nb2O5[10, 11, 16, 17, 18, 19, 20, 21, 22, 23] as photocatalyst and electrode ma-

terial in DSSCs. Nb3O7(OH) can be transformed into monoclinic H–Nb2O5 by

calcination.[10, 24] The changes of the material properties which go along with this

phase-transformation will be investigated on a theoretical basis in this study.

Density functional theory (DFT) is widely used for ground–states calculations

in physics, chemistry and material science.[25, 26] DFT is very useful to predict the

exact ground state properties, but in particular electronic properties of semiconduc-

tors related to excited states such as e.g. size of the band gap, strongly depend on

the choice of the exchange correlation functional. Recently, Zhang et al. [10] studied

structural properties of Nb3O7(OH) and Nb2O5 oxides by means of generalized gra-

dient approximation (GGA) [27], which is in general well suited to obtain accurate

structural parameters [28]. Based on this functional, Zhang et al. discussed in detail

the position of H–atoms in the hydroxide Nb3O7(OH). However, the calculations of
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electronic structure properties of these materials such as the density of states, band

gap and dielectric function are not well understood. As a first step of our study we

have tested various exchange–correlation functionals such as i.e. the local density

approximation (LDA) [29], the GGA [27], Engel Vosko (EVGGA) [30] and Tran

and Blaha modified Becke Johnson (TB–mBJ) [31]. Here we show, that within the

TB-mBJ functional predicted electronic and optical properties of Nb3O7(OH) and

Nb2O5 agree very well with measured low–loss spectra, as well as the near edge fine

structure of the O–K and Nb–M3 edges of Nb3O7(OH). This gives new insights into

the structure of the edge. The electronic structure furthermore forms the basis for

the determination of the thermoelectric conductivity of the two compounds with the

BolzTraP[32] code.

5.2 Computational and experimental methodol-

ogy

5.2.1 Calculation details

All density functional theory based calculations were performed using the linearized

augmented plane wave+local orbitals (LAPW+lo) method as implemented in the

WIEN2k code [33]. The muffin tin radii RMT for Nb3O7(OH) were set to 1.8, 1.3 and

0.55 Bohr for the niobium, oxygen and hydrogen atoms, respectively. The muffin

tin radii for monoclinic H-Nb2O5 were set to 1.74 for niobium atoms and 1.58 Bohr

for oxygen atoms. The wave functions in the atomic spheres were expanded up to

an angular momentum of l = 10. The plane wave cutoff in the interstitial region

was set so that RMT ·KMAX=7 for Nb2O5 and 3 for Nb3O7(OH), respectively, and

was validated by convergence of the forces on the atoms. To obtain the electronic

structure as well as optical properties, we used a k–point mesh of 16 × 16 × 15 for

Nb3O7(OH) and 3× 18× 4 for Nb2O5.

The structural relaxations were done using the GGA [27] functional. Since it is

well known than local exchange correlation functionals underestimate band gaps, the

electronic structure calculations were performed using the TB–mBJ approach. This

functional usually predicts band gaps with higher accuracy [31] than GGA. However,

we also performed all calculations with GGA and with LDA functionals so that

a detailed comparison of the results obtained using different exchange–correlation

functionals with the experiment is possible. This comparison demonstrated that the

TB–mBJ approach is suitable for the Nb oxides studied here (see Sec. 5.3.4 below).

The linear optical properties of Nb3O7(OH) and H–Nb2O5 were derived from the

OPTIC program[34] included in the WIEN2k simulation package. The imaginary

part of the dielectric tensor (ε2) was calculated according to Ref. [35]. The real

part of the dielectric function (ε1) is derived from the Kramers–Kronig relation[36].
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Both, the optical conductivity σ(ω) = ω
2π
ε2(ω) and the energy loss function L(ω) =

ε2(ω)
[ε1(ω)]2 + [ε2(ω)]2

can be calculated directly from ε1(ω) and ε2(ω)[37].

Core loss electron energy-loss spectra of Nb–M3 and O–K edges were calculated

with the X–ray absorption module of the WIEN2k code. The application of Fermi’s

golden rule is possible for the used experimental scattering geometry as the dipole

approximation is fairly valid [38]. We had to account for the core hole to achieve a

satisfying agreement between theoretical and experimental core loss data at the O–

K and Nb–M3 edges. This was done using the static core hole approach. One of the

relevant core electrons was removed, the number of valence electrons was increased

by one and a self–consistent calculation was done so that the electrons adjust to

the presence of the core hole. This calculation was done for every non–equivalent

oxygen and niobium atom in the unit cell using a 2× 2× 1 super–cell.

The BoltzTraP code[32] was used to calculate the electrical conductivity under

constant relaxation time τ .[39, 40] These calculations are based on the Boltzmann

transport theory and necessary information about the band dispersion is obtained

by corresponding DFT calculation.

5.2.2 Experimental details

In addition to the theoretical calculations we performed electron energy–loss spec-

troscopy (EELS) measurements in a transmission electron microscope (TEM). The

Nb3O7(OH) sample was synthesized according to the procedure described by Bet-

zler et al. [14] Monoclinic H–Nb2O5 was obtained by calcination of Nb3O7(OH)

at 850 ◦C [15]. Low loss data was acquired to get experimental information about

the optical response of the samples. In addition, core loss data were recorded to

investigate the coordination and bonding characteristic of the crystal lattices. The

low loss spectra were detected using a double corrected FEI–TEAM 0.5 microscope

operated at 300 kV. An energy resolution of 0.15 to 0.18 eV (determined by the

full width at half maximum of the zero–loss peak) was achieved using a monochro-

mator and a spectrometer entrance aperture of 1 mm under parallel illumination of

the sample (convergence angle below 0.2 mrad). The linear fit method [41] enables

the determination of the band gap of materials from the low–loss region (energy

losses between 0 and 50 eV). In addition, optical extinction data were detected for a

spectral region of 250 to 1200 nm. The Tauc method [42] was applied to determine

the band gap based on optical data and it was used to compare to the band gaps

measured by EELS. The element specific edges were measured using a Zeiss Libra

microscope operated at 200 kV with parallel illumination (convergence angle about

0.2 mrad). An energy resolution of 0.3 to 0.4 eV was achieved for the determination

of the O–K and Nb–M3 edges using a monochromator and a collection angle of 17

mrad. The spectra were detected with a dispersion of 0.07 eV/channel.
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5.3 Results and discussion

5.3.1 Structural optimization

We considered three systems in our study: monoclinic H–Nb2O5, orthorhombic

Nb3O7(OH) and an auxiliary Nb3O8 system.

Nb3O7(OH) and Nb3O8

Nb3O7(OH) has an orthorhombic structure isomorphous with Nb3O7F, which crys-

tallizes in Cmmm (number 65) space group [43, 44]. The experimental unit cell

parameters are a = 20.74, b = 3.823, c = 3.936 Å. It is well known that it is very

difficult to find the exact position of H-atoms by means of X–ray diffraction. There-

fore, theoretical studies are important here. Zhang et al. [29] based their DFT

calculations on a suggested position for the H–atom: Here the H–atom is attached

to an oxygen atom O(8) between two Nb(3) sites (Nb(2) and (3) are situated in

edge–sharing oxygen octahedra, while Nb(1) sits in a corner–sharing one). We used

their structural model as starting point for our structure relaxation. The structure

of Nb3O7(OH) which we obtained is quite similar to the structure of Zhang et al.;

[10] a perspective diagram is shown Fig. 5.1a. The largest difference between our

results and the structure found by Zhang et al. [10] concern the region close to

the OH group: the O–H distance increased by 0.359 Å (1.07 in relaxed, -1.429 in

unrelaxed structure model) and the Nb–O distance by 0.053 Å (2.030 in relaxed,

-1.977 in unrelaxed state).

To study the bare effects of the hydrogen atom on the electronic structure, opto-

electronic and transport properties, we also performed calculations for an artificial

Nb3O8 reference compound. Nb3O8 is not known experimentally and was defined

by removing the H–atom from the crystal lattice of Nb3O7(OH) while leaving all

structural parameters as in the original Nb3O7(OH) compound.

H–Nb2O5

Nb2O5 exhibits more that 15 different polymorphs [45]. Monoclinic H–Nb2O5 is the

thermodynamically stable polymorph which forms after calcination of Nb3O7(OH)

at 500 ◦C [10]. Its crystal structure was determined experimentally by Gatehouse

et al. [46] and Kato [47]. It crystallizes in the space group P2/m (number 10), with

lattice parameters a = 21.153, b = 3.823 and c = 19.356 Å and γ=119.5◦. There

are 15 inequivalent Nb sites in this structure, one of them corresponds to a disor-

dered position: the corresponding Nb atom occupies the 2i Wyckoff positions, each

of the statistical displacements of y=±0.2285 is occupied with concentration of 0.5.

We ignored this partial fractional occupancy by occupying instead Wyckoff position

1a [at (0.0, 0.0, 0.0)] with occupation 1.0. This geometry was then optimized by
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Figure 5.1: Schematic representation of the crystal structures of the artificial refer-

ence compound Nb3O8 (left part (a)) and Nb3O7(OH) (right part (a)) and mono-

clinic H–Nb2O5 (b). Black, red and green spheres represent Nb, O, and H atoms,

respectively.

minimizing the forces exerted on the atoms, keeping the overall unit cell parame-

ters constant. The relaxed structure of H–Nb2O5 we thereby obtained is shown in

Fig. 5.1b. The changes with respect to the original experimental structure[46, 47]

are generally small: the bond lengths typically changed by 0.001–0.050 Å, only in

one case the Nb–Nb bond length increased by 0.20 Å and in one case the O–O bond

length increase by 0.11 Å. The largest change of course concerns the Nb atom that

was transferred from the 2i site to the 1a site. In the relaxed structure, all Nb atoms

are coordinated octahedrally by oxygen.

5.3.2 Electronic band structures

The response range of a semiconductor in the visible light regime is determined

by the size of its band gap and its band structure, while its ability to successfully

participate at the chemical reaction depends on the energetic position of the gap.

The electronic band dispersions of orthorhombic Nb3O8 and Nb3O7(OH) as well

as monoclinic H–Nb2O5 are plotted in Figs. 5.2(a–c) along the high symmetry lines

inside the irreducible Brillouin zone (IBZ). The band structure calculation of all three

compounds was performed using the TB–mBJ [31] approach. It is very difficult to

predict the accurate position of the H–atom in the crystal lattice of Nb3O7(OH) from
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both experiment as well as theory. As described above we model the H positions

following Zhang et al.[29]. The energetically lowest position for H–atom can be

found in the octahedra of Nb(3) atom as it is shown in Fig. 5.1a. The use of the

suggested relaxed crystal structure shows semiconducting properties with an indirect

band gap for Nb3O7(OH) and a fundamental band gap of 1.70 eV. The comparison

with the reference compound Nb3O8 exhibits that the presence of hydrogen in the

crystal lattice shifts the Fermi energy to the top of the valence bands resulting

in a change from metallic (Nb3O8) to semiconducting (Nb3O7(OH)) properties. In

addition the uppermost valence band shows a much larger dispersion for Nb3O7(OH)

than Nb3O8 and the conduction bands are shifted to lower energies by 0.5 eV in

Nb3O7(OH). Apart from that, changes of the band structure due to the H–atom are

small (Figs. 5.2(a, b)).

Like Nb3O7(OH) monoclinic H–Nb2O5 is also an indirect band gap semiconduc-

tor with a larger fundamental band gap of 2.56 eV (Fig. 5.2). The valence band

maximum (VBM) and conduction band minimum (CBM) occur at R and Y symme-

try points in Nb3O7(OH) while they appear at D, E, Z, C and B symmetry points

of the IBZ in H–Nb2O5. Indirect transitions need a momentum transfer supplied

by phonons to realize k–conservation. The calculated findings for the band gaps are

summarized in Tab. 5.1. In addition experimentally determined values are given

which were obtained using both absorption spectroscopy and electron energy–loss

spectroscopy. Optical spectroscopy yields a band gap of 3.1 eV for both compounds,

while a slightly larger band gap of 3.2 eV is determined for H–Nb2O5 from EEL

spectra. This compares well with the calculated optical band gaps of the two com-

pounds which were found to be 3.1 eV for Nb3O7(OH) and 3.0 eV for H–Nb2O5.

The band gaps of the two niobium oxide phases are similar to TiO2[48] and allow

the absorption of light from the UV region (λ < 390 nm) of the solar spectrum.

Table 5.1: Band gaps of Nb3O7(OH) and Nb2O5 determined experimentally and

from calculation (in [eV]).

Nb3O7(OH) monoclinic H–Nb2O5

experimental band gap

optical 3.09 (±0.05) 3.07 (±0.05)

EELS 3.1 (±0.1) 3.2 (±0.1)

theroretical band gap

fundamental 1.70 2.56

optical 3.1 3.0

The partial density of states (PDOS) reveal deeper insights into the band struc-

ture of Nb3O7(OH) and H–Nb2O5 (Figs. 5.3(a–b)). The partial DOS confirms that

the top of the valence bands of both compounds primarily originate from the O–2p
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Figure 5.2: Calculated band structure of Nb3O8 (left side of (a)), Nb3O7(OH) (b)

and monoclinic H–Nb2O5 (c). In addition the density of states is given for Nb3O8

on the right side of (a).
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orbitals, and the bottom of the conduction band mainly from Nb–4d orbitals with

a negligible contribution of H–1s orbitals. The valence band of both Nb3O7(OH)

and H–Nb2O5 is divided into two distinct regions: The energy region at -6.0 eV to

∼ -4.0 eV is dominated equally by the 4d/2p orbitals of Nb and O atoms, while

small contributions of Nb–5s/5p orbitals and H–1s orbital are also observed. A

strong overlap is observed for the O–2p and Nb–4d orbitals (below 6.0 eV) and the

oxygen 2s orbitals with the 5s orbitals of Nb atoms also show strong interplay at

5.5 eV. The second energy region at -4.0 eV ∼ 0.0 eV is mainly assigned to O–2p

but the Nb–4d orbitals contribute significantly less along with minor participation

of 2s/5s/5p/1s orbitals of O/Nb/H atoms. The 2s/5s orbitals of O/Nb atoms (from

-3.7 eV to ∼ 0.0 eV) and the 1s/2s orbitals of H/O atoms of Nb3O7(OH) present

strong interaction with each other at -2.2 eV, while the 2s/5s of O/Nb atoms (from

-1.30 eV to 0.0 eV) in Nb2O5 only partially interact. The H–1s orbitals are more

than -3.0 eV deeper in energy than the VBM since the H–atom is coordinated solely

by one O–atom leading to negligible hybridization over all other atoms. The bands

above the Fermi level at energy 2.34 eV (Nb3O7(OH)) and 2.56 eV (Nb2O5) ∼ 4.0

eV are robustly assigned to Nb–4d orbitals mixing with small contributions of s/p

orbitals of O/Nb atoms. The region beyond 4.0 eV is still mainly composed of Nb–

4d orbitals combined with O–2p orbitals and minor participation of the remaining

orbitals of Nb/O/H atoms.

From the above discussion it becomes clear that the O–2p (VBM) and Nb–

4d (CBM) orbitals are predominately responsible for optical excitations in Nb3O7(OH)

and H–Nb2O5. Furthermore, the investigations show that doping with H–1s causes

a shifting of all peaks at the VBM towards lower regions as well as a broadening of

these peaks (Fig. 5.3(a–b)/5.2).

5.3.3 Optical properties

It is known that semiconductors play an important role in the field of optoelectronic

devices where the band gap defines the threshold energy of electromagnetic radi-

ation and differentiates between transparency and absorbing region. The optical

properties of Nb3O7(OH) and H–Nb2O5 were calculated by linear response formal-

ism and the complex dielectric function (namely ε1(ω) and ε2(ω)) of Nb3O7(OH)

and H–Nb2O5 are calculated.

In Fig. 5.4a the calculated frequency dependent perpendicular and parallel parts

(defined along the crystallographic c–direction) of the imaginary ε2(ω) dielectric

function are shown for Nb3O7(OH) and H–Nb2O5. In Nb3O7(OH) the threshold

energy for the perpendicular polarization is 3.19 eV and thus a bit smaller than

the energy (3.33 eV) for parallel polarization while the threshold energy for both

polarization axes is nearly the same for H–Nb2O5 (3.40 eV).

Furthermore, there are absorption peaks at 3.82/5.16 eV and around 5.81 eV
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Figure 5.3: The partial density of states were calculated using the TB–mBJ ap-

proach. In (a) the PDOS of Nb, O and H atoms are shown for Nb3O7(OH) in (b)

for monoclinic H–Nb2O5. Solid (black, red, blue and green) lines represent s, p and

d states, respectively. The Fermi level (EF ) is set to zero.
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Figure 5.4: The real and imaginary part of the dielectric function. The peaks

result from various transitions. The imaginary ε2(ω) and real part ε1(ω) of the DF

calculated for Nb3O7(OH) and monoclinic H–Nb2O5.
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(ε⊥2 (ω)) and 4.53/5.70 eV (ε
‖
2(ω)) in Nb3O7(OH) which are shifted to 5.83/5.67 eV

for ε⊥2 (ω)/ε
‖
2(ω) in H–Nb2O5. These peaks are attributed to the allowed transitions

of electrons from the VBM (O–2p orbitals) to CBM (Nb–4d orbitals).

Additional absorption peaks are situated at 9.10 eV (ε⊥2 (ω)) and 10.01 eV (ε
‖
2(ω))

in Nb3O7(OH) and at 8.4 eV for both polarizations in Nb2O5. These peaks result

from transitions of electrons from the orbitals below -4.0 eV to orbitals above 4.0

eV. The difference of the absorption peaks observed for Nb3O7(OH) and Nb2O5 is

attributed to their different crystal structures.

The calculated real part of the dielectric function, which describes the electronic

polarizability of the material, were extracted from the imaginary part of the dielec-

tric function using the Kramers–Kronig expression[36] for the perpendicular ε⊥1 (ω)

and parallel ε
‖
1(ω) polarization (Fig. 5.4b). ε⊥1 (ω) shows three maxima at 3.74 eV,

4.72 eV and 5.54 eV and a smaller feature at 8.08 eV, while ε
‖
1(ω) exhibits two

maxima at 4.01 eV and 5.10 eV for Nb3O7(OH) and a smaller peaks at 7.98 eV.

The spectra of H–Nb2O5 shows one dominant peak at 4.04 eV and one smaller peak

at 8.08 eV for ε⊥1 (ω) respectively 4.18 eV and 7.98 eV for ε
‖
1(ω). Both optical com-

ponents of ε1(ω) in Nb3O7(OH)/Nb2O5 are positive until 9.51/9.24 eV (ε⊥1 (ω)) and

(6.21, 10.05)/(5.89, 8.77) eV (ε
‖
1(ω)) and become negative beyond these energies.

In addition, plasma frequencies are produced at the energy points 11.96 eV /(6.57,

12.45) eV (ε⊥1 (ω)/ε
‖
1(ω)) in Nb3O7(OH) and 13.21 eV /(6.63, 13.59 eV) in H–Nb2O5

(ε⊥1 (ω)/ε
‖
1(ω)) in the positive direction with ε⊥1 (ω)/ε

‖
1(ω)=0. The static values of

Nb3O7(OH) are 4.12 eV (ε⊥1 (0)) and 3.98 eV (ε
‖
1(0)) while H–Nb2O5 is characterized

by static values of 4.30 eV (ε⊥1 (0)) and 4.58 eV (ε
‖
1(0)). This means that Nb3O7(OH)

and H–Nb2O5 obey the Penn model [49] which states that larger optical band gaps

results in smaller static values.

On the basis of the dielectric function the perpendicular σ⊥(ω) and parallel

σ‖(ω) components of the optical conductivity were calculated for both compounds

(Fig. 5.5). There is considerable more optical anisotropy in Nb3O7(OH) compared to

H–Nb2O5 (almost isotropic) for both polarizations. For Nb3O7(OH) the maximum

values of σ⊥(ω) are situated around 5.83 eV (4.33 × 1015 s
−1) and 9.13 eV (4.25 ×

1015 s−1) and of σ‖(ω) at 5.73 eV (4.75 × 1015 s−1) and 10.01 eV (3.95 × 1015 s−1).

H–Nb2O5 expresses two peaks for both components; for σ⊥(ω), these peaks are

situated at 5.83 eV (4.44× 1015 s−1) and 8.96 eV (4.08× 1015 s−1) and for σ‖(ω) at

5.70 eV (5.96×1015 s−1) and 8.47 eV (4.82 × 1015 s−1). The difference between the

optical conductivity of the two compounds is attributed to their electronic structure

as these peaks are mainly composed by the states close to the Fermi level.
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Figure 5.5: Calculated optical conductivity σ(ω) of Nb3O7(OH) and monoclinic

H–Nb2O5.
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5.3.4 Comparison of the calculation with experimental EELS

data

The quality of the calculation was investigated using experimental low loss EEL

spectra which were compared to theoretical spectral components of the energy loss

function L(ω) for both compounds. Fig. 5.6 shows the spectra L(ω) which were

calculated theoretically using the TB–mBJ functional[31]. The peaks in L(ω) have

a direct proportionality to the energy loss of fast electrons which transmit through

materials. A plasma frequency is produced for the energy points in ε1(ω) for which

ε⊥1 (ω)/ε
‖
1(ω)=0 applies. These are then responsible for the plasmon resonance in

L(ω). Due to the lack of interband transitions, the valence shell electrons are re-

garded as free which results in plasma peaks in both optical spectra of L⊥(ω)/L‖(ω).

The low–loss spectra were measured along [100] (⊥(ω)) and [001] (‖(ω)) direction for

Nb3O7(OH) and off–zone axis for Nb2O5. The experimental spectra for the two crys-

tal directions of Nb3O7(OH) show broad features at 7 eV and a double peak structure

between 12 eV and 15 eV. The first peak is similar for both crystal directions and

can nicely be reproduced by theory which yields a value of 7.1 eV for L⊥(ω) and

L‖(ω). The peak intensity of the experimentally observed double peak varies for the

two crystal directions: The experimental L‖(ω) exhibits an enhanced intensity for

the first peak at 12 eV, while the second peak at 15 eV is more intense for the exper-

imental L⊥(ω). This is also nicely reproduced by theory which exhibits a maximum

at 12.47 eV for (L‖(ω)) and 15.0 eV for (L⊥(ω)). The theoretical spectrum L‖(ω)

and L⊥(ω) of H–Nb2O5 shows similar features which are positioned at 6.7 and 14.2

eV. Therefore, the experimental spectrum was not acquired along a certain crystal

direction. The feature observed experimentally resemble the two dominant peaks

in the theoretical spectra of L⊥(ω) and L‖(ω). There is a good agreement between

experiment and calculated low-loss features for both compounds, which proves the

validity of our structure models. Some finer details of the calculated spectrum could

not be resolved experimentally. This might be due to the experimental point spread

function which limits the energy resolution.

Element specific electron energy–loss edges give further insights into the lo-

cal surrounding of the elements in the crystal structure. Both crystal structures

Nb3O7(OH) and monoclinic H–Nb2O5 are composed of edge– and corner–sharing

NbO6 octahedra. This is why no significant differences were observed for the elec-

tron energy-loss near edge structure (ELNES) of the experimental Nb–M3 and O–K

edges of the two compounds. In this regard, the Nb–M3 and O–K edge spectra were

only calculated for Nb3O7(OH) to elucidate the contribution of the different lattice

sites to the ELNES of the edges. The theoretical spectra were calculated using the

WIEN2k code[33] as X–ray absorption spectra (XAS) assuming that EEL spectra

are practically the same as XAS spectra for the investigated energy losses. This

approximation is valid since the EELS data were acquired within the dipole regime,
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Figure 5.6: Comparison of the calculated energy loss functions L(ω) with experi-

mental low loss EEL spectra for Nb3O7(OH) and H–Nb2O5.
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i.e. small scattering angles. The spectra were obtained as weighted superpositions

of spectra generated at each of the inequivalent atomic positions. Fig. 5.7 sum-

marizes the experimental spectrum, the weighted superposition and the individual

contributions of atoms in inequivalent lattice sites.

Pentavalent Nb2O5 is characterized by a Nb–M2,3 edge which exhibits two white

lines with high–energy shoulders and is consistent with previously reported ELNES

data [50]. The experimental data of the Nb–M3 edge of Nb3O5(OH) likewise shows

one broad line with a maximum at about 3 eV above the onset and a shoulder around

4.2 eV. Our calculations which are based on the dipole selection rule (4l = ±1) [51]

nicely reproduce the ELNES of this edge, which is explained by excitations from the

Nb–3p3/2 level to unoccupied Nb–4d states while dipole allowed transitions from

3p3/2 to Nb–5s play a minor role. From the calculations it is obvious that the

substructuring of the white line is related to the inequivalent Nb sites in either edge

or corner-sharing NbO6 octahedra. Niobium which sits in the center of edge–sharing

NbO6 octahedra (depicted as Nb(2) and Nb(3) in Fig. 5.7) mainly contributes to the

main peak, while the share of the Nb(1) atoms which sit in corner-sharing octahedra

dominates the shoulder of the Nb–M3 spectrum.

The experimental O–K edge, which results from transitions of the 1s core elec-

trons to unoccupied states with p character shows five dominant peaks at 2.0, 6.0,

14.0, 22.0 and 33.0 eV above the onset. The entire spectrum could be reproduced

nicely by calculations as shown in Fig. 5.7b. This was achieved by including the core

hole effect into the calculations using the final state rule. Doing so we performed

eight supercell calculations for each inequivalent O–site. The calculations exhibit

a huge difference between contributions stemming from different inequivalent oxy-

gen atoms; The first three peaks at 2.0 eV, 6.0 eV and 13.0 eV at the theoretic

scale mainly originates from the following O–atoms contributions as: (1) The first

peak originates from O(1), O(3) and O(4) with minor contribution of O(2, 5–8);

(2) the second peak appears mainly due to contributions from O(6) and O(3), and

(3) the third peak is almost equally contributed by O(6), O(1) and O(3) with minor

participation of other O–atoms. The remaining two peaks are produced by equal

contribution of all O–atoms only O(2) participates more at the last peak. Fig. 5.7

shows a nice agreement between the theory and experiment for the O–K edge and

Nb–M3 edge, likewise proving our structure model for Nb3O7(OH).

5.3.5 Transport properties

The electronic transport properties are crucial for the performance of a material

in functional devices as electrons and holes need to diffuse through the material

subsequent to their generation. These properties are dominated by the effective

masses of holes/electrons and their mobilities. The effective masses of electrons

and holes were calculated for Nb3O7(OH) and H–Nb2O5 by fitting the electronic
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Figure 5.7: Calculated and measured EELS edges of Nb3O7(OH). (a) Nb–M3 and

(b) O–K edge.
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dispersion curves (E–K curve) around the CBM and VBM niveau:

m∗ = ~2
(
∂2E

∂k2

)−1
(5.1)

where m∗ and ~ are the effective mass and reduced Planck constant. The calculated

effective masses of electrons (m∗e) are 0.147 me for Nb3O7(OH) and 0.112 me for

H–Nb2O5. Values of 0.351 me and 0.959 me were found for the masses of holes (m∗h)

for Nb3O7(OH) and H–Nb2O5, respectively. The inverse relation of the effective

mass with the mobility of carriers µe/µh is given by

µe =
eτ

m∗e
and µh =

eτ

m∗h
(5.2)

with τ being the relaxation time and e the charge of an electron. Accordingly,

greater effective mass of holes or electrons yield smaller mobilities and vice versa.

Both compounds express a higher mobility of electrons resulting in n–type conduc-

tivity with Nb3O7(OH) exceeding H–Nb2O5.

To elucidate the prospects of Nb3O7(OH) and H–Nb2O5 in functional devices,

the thermoelectric conductivity was calculated under constant relaxation time ap-

proximation using the BoltzTraP code[32]. In Fig. 5.8 the thermoelectric conduc-

tivity σave is plotted as function of the chemical potential µ(eV) at 300 K for

both Nb3O7(OH) and H–Nb2O5. The σave(µ, T = 300 K) plots are separated

into a region below the Fermi level EF , which is assigned to hole carriers (p–

type), and a region above EF assigned to electrons (n–type). For Nb3O7(OH) the

σave(µ, T = 300 K) plot shows a sharp increase in the n–type region with reaching

a value of 1.26 ×1020(Ωms)−1 compared to the p–type region (0.57 ×1020(Ωms)−1).

The thermoelectric conductivity of H–Nb2O5 is likewise characterized by a greater

value of 3.92 × 1019(Ωms)−1 in the n–type region compared to the p–type region

were σave(µ, T = 300K) equals 2.97× 1019(Ωms)−1.

It is worth to note, that even though both compounds behaves like n–type semi-

conductors, the thermoelectric conductivity of electrons is by factor of 3 higher in

Nb3O7(OH) than in H–Nb2O5. This is in line with the high photochemical efficiency

of Nb3O7(OH) observed experimentally.[10, 24]

5.4 Conclusion

In summary, we investigated the electronic structure, optical and electronic trans-

port properties of Nb3O7(OH) and H–Nb2O5 using the TB–mBJ [31] functional and

developed a model to simulate the presence of hydrogen in the crystal lattice of

Nb3O7(OH). The calculated band structures showed that both compounds are wide

and indirect band gap semiconductors, with the calculated optical band gaps being

similar to the ones determined experimentally. For both compounds, mainly Nb–4d

orbitals construct the CBM while O–2p orbitals form the VBM so that transitions
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Figure 5.8: Calculated thermoelectric conductivity for Nb3O7(OH) (black) and mon-

oclinic H–Nb2O5 (red)calculated using the BoltsTraP code. Please note the different

vertical axis values.

between these orbitals are mainly responsible for optical transitions featuring sharp

peaks in the dielectric function. Compared to H–Nb2O5, Nb3O7(OH) shows a greater

optical anisotropy and a higher thermoelectric conductivity σave(µ, T = 300K).

Both compounds express n–type conductivity, and the thermoelectric conductivity

of electrons is by a factor of three higher in Nb3O7(OH) compared to H–Nb2O5.

Similarly, the thermoelectric conductivity of holes is twice as high in Nb3O7(OH)

than in H–Nb2O5.

Experimental low–loss EEL spectra (energy losses between 0–50 eV) were recorded

in the TEM for Nb3O7(OH) and H–Nb2O5. A good agreement between theory and

experiment was discovered. These findings validate the results of the calculations

and the model for hydrogen positioning. In addition the WIEN2k code[28] was ap-

plied to simulate the ELNES of the Nb–M3 and O–K edge of Nb3O7(OH) revealing

the contribution of inequivalent lattice sites of the Nb and O atoms.

The results of this study allow an interpretation of the applicability of the two

niobium oxide phases orthorhombic Nb3O7(OH) and monoclinic H–Nb2O5 as pho-

tocatalysts or electrode materials. Both compounds exhibit suitable properties but

Nb3O7(OH) exceeds H–Nb2O5 due to higher charge carrier mobility.
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Chapter 6

Tuning the electronic structure of

Nb3O7(OH) by titanium doping

for enhanced light-induced water

splitting

This chapter is based on a manuscript by Wilayat Khan, Sophia B. Betzler, Christina

Scheu, Ondřej Šipr and Ján Minár, which is to be submitted. In this chapter, we

did the structural, optoelectronic and spectroscopic properties calculations, and the

experimental EELS and ELNES were nicely reproduced by theory.

73
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6.1 Introduction

The demand for fossil fuel from solar light is a continuously increasing scientific chal-

lenge [1]. Photocatalytic water–splitting is an alternative approach to accomplish

the principles of conversion of solar light to chemical energy such as the splitting of

water H2O to produced H2 fuel. This task required to accomplish at a mesoporous,

nanostructural metal oxides under the illumination of light to produced clean and

renewable energy [2]. The main challenges to the water splitting reaction lie in find-

ing suitable photocatalytic materials that utilize maximum solar light and evaluate

H2. Moreover, these materials should also fulfill some necessary requirements , e.g.

they must be good photocatalysts and have chemical stability, efficient absorption of

visible light, proper band structure with energetic valence band and conduction band

position to fulfill the criteria of overall water splitting process. Electron–hole pair

is created in semiconductor under solar light greater than band gap energy. Then

the hole in the valence band and electron in the conduction band simultaneously

take part in the production of O2:H2O+2h+→1/2O2+2H+ and H2:2H++2ē→H2.

The minimum band gap 1.23 eV (the free energy for water splitting) is required for

these evaluation processes. Apart from the band gap, the photocatalytic materials

acquire suitable band alignment. The first photoanode TiO2 materials reported by

the Fujishima and Honda [3], which is an effective material for water–splitting dye–

sensitized photolectrochemical solar cell. The efficiency of water splitting solar cell

at common anatase TiO2 is limited due to high electron–hole recombination rate

and by low injection yields [4]. The injection yields in SnO2 is reached to ∼100

% due to lower energy of the CB (0.5 V); on the other hand it has much higher

recombination rate and oxides sensitizer [5].

The main goal of focusing on these research activities is to develop novel pho-

toelctrodes materials that provide large surface area, improve the surface function-

ality and photocurrent transfer [6, 7]. It has been seen in the semiconductor-based

heteronanostructures that explained the charge transfer from one component to the

other component in the photocatalytic activity under solar light. Here the first com-

ponent will be semiconductor and the other will be metal, transition metal oxide or

some other semiconductor with suitable band edge [8, 9, 10].

It has been pointed out that Nb2O5 has many polymorphs, and it is a wide

band gap (3.1 eV) semiconductor [11]. Numerous investigations have been carried

out with emphasis on application to photocatalysis, lithium ion battery and DSSCs.

The DSSC performance for monoclinic H–Nb2O5 reaches higher value of 3.05 % as

compared to O–Nb2O5/M–Nb2O5 photoanodes due to its high surface area [12]. De-

spite these developments, the solar conversion efficiencies of Nb2O5 are still very low

(≤5.0 %) because of their insufficient area for dye loading. Nb3O7(OH) is another

important photoelctrode material suitable with application in dye degradation and

DSSCs. The Nb3O7(OH) is usually assembled by nanorods, and is able to produce
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hydrogen effectively under solar light .

Currently, there is a small number of studies dedicated to the synthesis and in-

vestigation of the structural properties of the Nb3O7(OH) structure based on theory

and experiment [12]. Recently, Betzler et. al, reported the preparation of 3D–

heirarchical nanostructure Nb3O7(OH) via a template free, one–step hydrothermal

strategy, and detailed structural and spectroscopic information were investigated

in their study [13]. P. Hu et. al., [14] prepared 3D high-crystalline hierarchi-

cal nanostructures Nb3O7(OH) using a facile hydrothermal self–assembly strategy.

The obtained nanostructure crystal possesses six–fold morphology i.e. sheaf–like

nanoarchitectures. However, untill now there is only little research which focused

on detailed density functional theory (DFT) study on the information about the

optoelectronic and spectroscopic properties of this class of materials [15], and men-

tioned that Nb3O7(OH) imposed high electronic transport properties compared to

Nb2O5. Besides, enhancing the active lattice site and decreasing the probability

of recombination of photogenerated carriers can further improve the photocatalytic

activity, as indicated by an experimental study which uses Ti doping to generate

Nb3−xTixO7(OH).

This study aims to demonstrate the effect of the incorporated Ti atoms on the

structural properties, optoelectronic and spectroscopic properties of Nb3O7(OH). We

calculated the formation energy for the substitutional and interstitial doped titanium

in Nb3O7(OH). The preferable position for Ti is the Nb site and investigate that the

Ti changes the structural properties of Nb3−xTixO7(OH). Based on the substitution

Ti–doped systems, the linear optical properties were simulated at the level of TB–

mBJ approach. We present the calculated data of electron energy loss spectra

(EELS) and high energy loss spectra (Nb–M3 edge and O–K edge) of Ti–doped

with experimental measured data with transmission electron microscope (TEM).

6.2 Computational and experimental methodol-

ogy

6.2.1 Computational details

In this article, the structural, optical, spectroscopic properties of Ti–doped Nb3O7(OH)

are investigated. The unit cell of Nb3O7(OH) has three Nb atoms, eight O atoms

and three H atoms, respectively, as shown in Fig. 6.1a. In order to avoid the nearest

impurity–impurity interaction in a cell, we used a 2×2×1 supercell of Nb3O7(OH)

to construct Ti (4.16 %)–doped and Ti (8.32 %)–doped compounds, where the Nb5+

atom is replaced by Ti4+ atom. To simplify the nomenclature, the compounds were

given symbolic names as A1 (Ti (0.0 %):Nb3O7(OH)), A2 (Ti (4.16 %):Nb3O7(OH)),

and A3 (Ti (8.32 %):Nb3O7(OH)), respectively, because of Ti concentration. These
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are displayed in Figs. 6.1(b, c).

All DFT calculations have been performed using the full potential linearized

augmented plan wave method implemented in WIEN2k code [16]. The valence

atomic configurations in all compounds are as follows: 5s14p64d4 for Nb, 4s23p63d2

for Ti and 2s22p4 for O, respectively. After geometrical optimization, the accuracy of

self–consistent convergence was set to 0.00001 and the forces convergence criteria was

set to 0.0001 eV/Å. The structure optimization was done using generalized gradient

approximation (GGA), while the electronic structure and optical properties were

performed using TB–mBJ functional [17]. The TB–mBJ functional has an advantage

over the available functionals (LDA [19], GGA [18], and EVGGA [20]) because it

gives better band alignment. The Monkhorst–Pack k–meshes of 16×16×15 and

12×12×4 are used for A1, A2 and A3, respectively. The entire optical parameters

like real and imaginary dielectric function, and electron energy loss function of pure

and Nb3−xTixO7(OH) from the OPTIC program interfaced in WIEN2k code [21].

Calculations of optical properties are based on the linear optical response theory.

The energy loss near edge (ELNES) fine structure of Nb–M3 and O–K edges for

A1, A2 and A3 systems, respectively, were calculated from the X–rays absorption

program under WIEN2k code [16]. The ELNES of Nb–M3 and O–K edges are based

on Fermi’s golden rule. To get better understanding with the experimental results

we account for the core hole effect using the final state rule. The corresponding

procedure were given in detail in the article of W. Khan et. al., [15]. All these

calculations were performed for all inequivalent O atoms and Nb atoms/unit cell in

2×2×1 supercell.

6.2.2 Experimental details

The samples investigated in this study were synthesized according to the hydrother-

mal synthesis procedure described elsewhere [13]. The titanium doping concen-

tration was controlled by the amount of Ti(IV)–precursor added to the synthesis

reaction. The dopant concentration in the Nb3O7(OH) nanostructures was de-

termined by energy–dispersive X–ray spectroscopy performed in the transmission

electron microscope using a Bruker SuperX spectrometer. Three different samples

were investigated in this study. A titanium–free Nb3O7(OH) reference sample, a

sample containing 6.1 ± 0.5 at% titanium relative to niobium and one containing

XYZ at% titanium. The crystal structure of the different samples was determined to

be Nb3O7(OH) by X–ray diffraction experiments performed using a STOE powder

diffractometer equipped with a Dectris Mythen K1 detector, Seifert ID3003 gener-

ator and a Seifert Long Fine Focus Dx–Cu12x0.4–S X–ray tube. Small distortion

of the crystal lattice were furthermore investigated by performing additional X–ray

experiments on a XYZ diffractometer and Rietveld refinements.

The EELS experiments were performed using a FEI Titan Themis equipped
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Figure 6.1: Crystal structures of (a) Nb3O7(OH), (b) Ti–doped Nb3O7(OH)

(Ti=4.16 %) and (c) Ti–doped Nb3O7(OH) (Ti=8.32 %). These structures are

based on 1×2×2 supercell. The numbers assigned to different Nb and O atoms

indicate that there are three inequivalent Nb atoms and eight inequivalent O atoms

in these structures.

with a Cs–corrector for the probe operated at 300 kV. Using a monochromator to

reduce the energy spread of the gun, an energy resolution of 0.18 – 0.20 eV was

achieved, as determined from the full width of half maximum of the zero loss peak.

The EEL spectra were collected with a XYZ spectrometer using a 5 mm spectrom-

eter entrance aperture. The EELS experiments were carried out in the scanning

transmission mode using featuring a convergence angle α of 23 mrad and collection

angle β of XYZ mrad. The low–loss spectra were acquired using a dispersion of

0.025 eV/channel, while the element specific edges were acquired using a dispersion

of 0.05 eV/channel. The energy loss of the edge onsets was determined with the

Dual EELS technique.

6.3 Results and discussion

6.3.1 Structural properties

It is noted that the Ti incorporation at the octahedral lattice site of Nb3O7(OH)

does not indicate significant changes of the crystal structure, but affects its crys-

tanallity that reduces its growth rate. Experimental analysis exposed the reduction

in the b– and c–directions, and an increase in the a–direction. It is claimed that the

variations in the b– and c–directions are greater than in c–directions and that they

might be caused by the doping of Ti in the crystal structure of Nb3O7(OH) [22].
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Table 6.1: Calculated Interatomic Distances for Nb3O7(OH) (A1) and

Ti:Nb3O7(OH) (A2, A3).

Bond Lengths Å sample A1 sample A2 ∆ sample A1 sample A3 ∆

Nb/Ti–O — — — — — —

along x–axis 2.211 2.184 0.0273 2.115/2.266 2.083/2.238 0.032/0.028

along y–axis 1.991 1.98 0.011 1.925/1.962 1.906/1.949 0.037/0.034

along z–axis 2.06 2.073 –0.013 2.048/2.065 2.053/2.058 –0.005/0.007

Pure Nb3O7(OH) has an orthorhombic crystal structure, which can be described as

a combination of Nb, O and H atoms. In the crystal structure of Nb3O7(OH), each

Nb atom is chemically bonded by six O atoms, forming a edge and corner shar-

ing of 1
∞[NbO6] octahedra, which are the key components of the mentioned crystal

structure. An infinite chain of 1
∞[NbO6] octahedra is produced due to common edge

sharing. The Nb3O7(OH) was then modeled by doping Ti with different concen-

tration. In order to see theoretically the impact imported by Ti on the structural

properties, we calculated and analyzed the bond lengths.

The Nb–Nb bond lengths (3.80 Å→3.94 Å) in Nb3O7(OH) and Nb3−xTixO7(OH)

do not change significantly. Each Nb atom in the Nb3O7(OH) is connected to an

O atom at a distance of 2.21 Å (along x–axis), 1.991 Å (along y–axis) and 2.06

Å, respectively. As we substitute one Nb by Ti in a sample of A2, we find that

the calculated bond length along x–axis of Ti–O is 2.184 Å which is smaller by

0.0273 Å in Nb3O7(OH). The Ti–O (along y–axis) distance in A2 (1.98 Å) is close

to the calculated bond length 1.991 Å( Nb–O). The bond lengths between Ti–O

atoms decreased along x/y–axes. On the other hand, the distance between Ti and

O atoms (2.073 Å) increases along z–axis by 0.013 Å against Nb–O distance. In

A3 system, we have two 1
∞[TiO6] octahedra which connect the 1

∞[NbO6] chain. In

this crystal structure, there is a strong decrease in the bond lengths along x/y–

axes, the difference in the lengths are 0.032/0.028 Å, 0.037/0.034 Å, while still

an increase in the distance between the atoms of Ti and O in z–direction. These

modifications in the distances suggest that the Ti–doping distorts the structure of the

entire crystallographic directions. The entire distances between Nb/Ti–O atoms are

listed in Tab. 6.1. A decrease in the bond lengths along x/y–axis and an increase

in the bond lengths along z–axis elucidate an agreement with the experimental

data, in which the same trend in the lattice parameters (instead of crystallographic

directions) was claimed .
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Table 6.2: Ti dopant formation energies in Nb3O7(OH).

Eform (eV) TiSUB TiINS ∆

Ti:Nb3O7(OH) -1.415 -0.238 -1.177

6.3.2 Formation energy

In order to investigate the influence of single Ti dopant in Nb3O7(OH) and its

relative stability for both substitutional (TiSUB) and interstitial doping (TiINS), the

energy of formation for the relative dopant is calculated from the formulae [23];

Eform = Etot(X : Nb3O7(OH))− Etot(Nb3O7(OH))−mµX + nµNb (6.1)

and

Eform = Etot(X : Nb3O7(OH))− Etot(Nb3O7(OH))−mµX (6.2)

In Eqs. (1) and (2), the Etot (Nb3O7(OH)) is the total energy of pristine

Nb3O7(OH) and Etot(X:Nb3O7(OH)) is the total energy of Nb3O7(OH) with dopant.

The symbols µX and µNb are the chemical potentials of dopant (here say Ti) and

Nb atoms, while m and n are the number of the dopant and Nb atoms. These total

energies of the Nb3O7(OH) and Ti:Nb3O7(OH) and chemical potentials of Ti/Nb

atoms were calculated based on supercell crystal structures. Notify that Eq. (1)

is used for single Ti (substitutional dopant) formation energy and Eq. (2) is used

for single Ti (interstitial dopant) formation energy. The substitutional Ti atom in

Nb3O7(OH) occupies the position of one Nb atom and the interstitial Ti sits close

to the two Nb atoms. All Nb atoms are bound to six nearest neighbor oxygen atoms

as shown in Fig. 6.1. Similarly the dopant Ti (substitional) is coordinated by six

oxygen atoms. The pristine Nb3O7(OH) contains the corner(one Nb)/edge(two Nb)

sharing O octahedral sites. Thus, we calculated the formation energy for all possible

Ti sites. The Ti dopant substitution at Nb site shows the lowest formation energy of

-1.415 eV as compared to the value -0.238 eV for interstitial site of Ti (listed in Tab.

6.2). The difference between the formation energies between the TiSUB and TiINS

is -1.177 eV. Thus, Ti most likely replaces niobium at its octahedral latice sites.

This is in good agreement to a recent experimental study [22] which also claims the

replacement of niobium by titanium in Ti doped Nb3O7(OH) based on EELS data.

6.3.3 Band Structures and Density of States

The electronic band structures of the host and doped Nb3O7(OH) were calculated

using TB–mBJ approximation and are displayed in Fig. 6.2. The calculated valence

band (VB) and conduction band (CB) widths for the doped compounds are changed

by Ti atoms, being in comparison to the host system.
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Figure 6.2: Overview of the band structure of nanostructure Nb3O7(OH) and Ti–

doped Nb3O7(OH) as calculated from DFT. The Dispersion curves are taken along

the Z–S–Y–Γ–T–Z lines in the BZ of Nb3O7(OH) (unit cell)/supercell (a)/(b) and c

& d indicate the dispersion curve of Ti–doped Nb3O7(OH). This smearing of bands

is related to the Ti contents.
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Figure 6.3: Calculated total and elemental resolved density of states for Nb3O7(OH)

and Ti–doped Nb3O7(OH) as obtained from First principal calculations. (a) elemen-

tal resolved DOS for Nb3O7(OH), in which the black, red, blue (solid lines) and red

(dotted line) represents total, Nb, O and H atoms. (b, c) elemental resolved DOS

of Ti-doped systems, in which black, red, (solid lines) and blue/red (dotted lines)

represents total, Nb, Ti, O and H atoms.
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Our TB–mBJ [15] calculations conclude that pristine Nb3O7(OH) has an indi-

rect band gape (R–Y) of 1.7 eV, as illustrated in Fig. 6.2a. This band gap is mainly

donated O 2p6–Nb 4d4 transitions. Doping the host material by Ti causes a band

smearing over the Fermi level (see Figs. 6.2(b, c)). This smearing of bands is pro-

portional to the Ti concentration such as that the smearing of bands increases with

Ti contents. As Ti4+ substituted the Nb5+ in the 2×2×1 supercell of Nb3O7(OH)

and forms TiO6 octahedra. The pair of electrons are attracted by O atom due to

higher electronegativity, which corresponds to the bands smearing.

The total and atomic–resolved density of states (DOS) of pristine and Ti–doped

Nb3O7(OH) systems were calculated using TB–mBJ approximation. The total den-

sity of states of the entire systems are described by black line in Figs. A.1(a, b, c).

For pristine Nb3O7(OH), our electronic investigation has declared a width of the

valence band within the 0–6.0 eV below the Fermi energy level (fixed to zero) and

the conduction bandwidth is lying in the 0–8.0 eV range above the Fermi energy

level. Fig. 6.3(a) presents the atomic resolved density of states, in which the red

(solid line), blue (solid line) and red (dotted line) represent the total density of Nb,

O and H atoms. It is clear that the O atoms make a significant contribution to

the density in the VB, while density in the CB is robustly contributed by the Nb

atoms. Red (solid line), blue (blue line), red (dotted line) and blue (dotted line)

curves represent Nb, Ti, O and H atoms in Ti–doped systems. In Ti–doped systems

(see Fig. 6.3(b, c)), we found in general the same description for VB but smearing

of atomic resolved DOS come from O atom, while the CB differs due to the Ti

atoms in addition to Nb atoms. However, it was observed that the contribution to

the formation of CB moving from Nb to Ti (at Ti=8 %) or may constructed from

the admixture of the atomic resolved DOS of Ti/Nb atoms. These results clearly

indicate that there is no change in the occupancy of Nb states as it is positioned in

pristine material.

Furthermore, we calculated the orbital resolved DOS of Nb, Ti, O and H atoms

for the entire systems, respectively, look into the supplementary information. It has

been shown in the Fig. A.1a that VB maxima are mainly consisted of O 2p orbitals

with minor contribution of the s orbitals of Nb/H/O atoms and the CB is occupied

by the empty Nb 5d orbitals.

Figs. A.1(c–f) represent the pDOS of orbital resolved density of states of Ti–

doped Nb3O7(OH). The Ti atom in sample A2 is surrounded by a octahedron made

up of six O atoms, with no big distortion of the octahedron in a specific direction.

Analysis of pDOS represents that the states which smear over the EF are solely

constructed by the O 2p orbitals with a minor contribution of Ti px orbitals. This

may be due to O atom attracting electron from the said orbitals towards itself

because Ti has one less electron in the Ti–doped Nb3O7(OH). Moreover, the O 2p

orbitals have some interplay with Ti 3d orbitals (at 1.20 eV). Deeper into VB, both

O 2p and Ti 3d orbitals have strong interaction in addition to the hybridization with
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Nb 4d orbitals. In the hybridization between O 2p and Ti 3d orbitals, the shared

pair of electrons is attracted by the O atom, which registers the band smearing

over the Fermi level in the band structure. The conduction band (CB) is mainly

dominated by Nb 4d orbitals, and the only difference we found in the doped systems

it is coupled with Ti 3d orbitals and positioning at higher energy than Nb 4d orbitals.

As we seen a big change in the VBM but the CBM remain mostly unchanged by

the doping the Ti in host material.

In case of system A3, we increased the concentration of Ti from 4.16 % to 8.32 %

into Nb3O7(OH). It means that we have two less electrons in system A3. The pDOS

analysis indicates that smearing as well as the intensity of O 2p orbitals increases

in the VB, while in the conduction band the intensity of Ti 3d orbitals doubled

compared to system A2. Here, in this case the Ti 3d orbitals are fully coupled with

Nb 4d orbitals in the CBM. The remaining states have almost the same interaction

with each other as in samples A1 and A2, respectively. The main advantage of

Ti–doped Nb3O7(OH) is that these unoccupied states resulting an enhancement in

the optical properties, through a reduced in the rate of electron–hole recombination.

Consequently, the photoconversion efficiency is increased, which leads to higher

photocatalytic activity in the Ti–doped Nb3O7(OH).

6.3.4 Optical properties

Regarding the linear optical properties, one of the most desired properties for photo-

electrode material (Nb3O7(OH)) is the extension of the absorption edge toward lower

energy spectrum or to enhance photoabsorption. Doping with transition metals is

one oppertunity to enhance the optical absorption. Physically it can be identi-

fied by simulating the optoelectronic properties and seeing the excitonic effect as a

function of incident photon. Therefore, a suitable OPTIC code implemented in all

electron simulation computer program WIEN2k is used for calculating the complex

dielectric function for pristine and Ti–doped Nb3O7(OH). For good agreement with

the experimental optical band gap, we performed our calculations with TB–mBJ

approximation, which is a more reliable tool. The calculated spectra dielectric func-

tion and other optical parameters are deduced from the dielectric function of pristine

and Ti–doped Nb3O7(OH) systems.

Fig. 6.4 shows the real and imaginary part of the dielectric function as a function

of energy for A1, A2 and A3 within the energy range of 0–20 eV. Comparing the

absorption edge of doped systems with the pristine one, we found the same behavior

throughout the spectra.

We plotted the ε1(ω) and ε2(ω) along x–axis and z–axis. All systems (A1,

A2 and A3) have shown their absorption edge (λmax) in the infra–red region (IR)

(along z–axis, which is attributed to intraband transitions) and near ultra violet

regions (along x–axis) both for real and imaginary dielectric function. It should
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Figure 6.4: DFT calculated of optical properties. (a & b) the real and imaginary

part of dielectric function of Nb3O7(OH) and Ti:Nb3O7(OH) along x–axis. Here

Ti (8.32 %) show more absorption than Ti (0 % & 4.16 %) . Fig c & d show

the same optical parameter along z–axis which appear due to intraband transitions

(due to smearing of orbitals) in the infrared region and interband transitions in the

ultraviolet region.



CHAPTER 6 RESULTS and DISCUSSION 85

be noted that in all cases, and because of the difference in the concentration of

the dopant, the spectra are governed by the pronounced transitions from O 2p6 to

Nb 4d4 orbitals, and other peaks exist due to other transitions of Nb5+, O2− and

H1+ states from higher energy lying states. The simulated spectra of A2 and A3

indicate changes with Ti doping in Nb3O7(OH) as compared to A1, which can be

explained as: the first peak appeared at 4.90 eV (in A1), 5.04 eV (in A2) and 5.24 eV

(in A3), respectively. Quantitative investigation described that A3 explore highest

absorption (6.6 a.u) than other systems (A1, A2). There are two more absorption

peaks positioned at 5.42 eV/6.21 eV for A1, 5.42 eV/6.21 eV for A2 and 5.56 eV/6.11

eV for A3, but here the intensity is smaller (0.18 a.u) for A3 than other two systems.

In addition, there are some valleys from 5.43 eV to 7.79 eV. But in between the first

two absorption peaks A1 and A2, a valley is shown at 5.43 eV which is not visible

in A3. This explore the absorption continuity in the spectrum of the A3 system

imposed by Ti doping in Nb3O7(OH). The intensity in the peaks and some extra

peaks in systems A2 and A3 appeared due the coupling of Ti 3d orbitals in addition

to the Nb 4d orbitals.

We applied the Drude term to the spectra along z–axis which show two types

of transitions; (1) intraband transitions and (2) interband transitions, as illustrated

in Figs. 6.4(a, c). There are two sharp peaks observed (in systems A2 and A3) in

the infrared region which are due to the intraband transitions. These transitions

are based on the smearing of bands as displayed in the band structures of doped

compounds. Comparison of the average spectra along z–axis of A2 and A3 exposes

that the sharpness of the peaks depend on the Ti, where we see one small extra peak

at 1.77 eV in A3 system. But apart from these peaks in the infrared region, there is

an insulating region and then start the photon absorption at ∼3.5 eV for A1, A2 and

A3 systems. The optical absorption spectra show consistency in all systems with the

same transition of electrons (O 2p6 to Nb 4dd) orbitals. Comparatively, A3 system

has first absorption peak at 4.28 eV, which is also shifted towards lower energy (by

0.31 eV) as compared to A1 and A2, respectively. Fig. 6.4a shows that the ε2(ω)

single main peak along z–axis as compared to the ε2(ω) along x–axis (which has

three main peaks). In addition, A3 has two peaks located at 4.77 eV/5.40 eV (due

to higher concentration of Ti atoms), while A1/A2 systems have only one peak

at 5.70 eV/5.56 eV (lies in UV region), and only one main valley at 4.6 ± 1 eV.

Additionally, the last small peaks signatures by all system around 9.0 eV but beyond

this energy spectra decreases except the spectrum of A1 which still shows absorption

around 10 eV. Finally, the spectra presents (see Fig. 6.4c) remarkable improvement

in term of harvesting of solar light which is designated to higher concentration.

Figs. 6.4(b, d) show the real part of dielectric function, showing the electronic

polarizability, of the A1, A2 and A3 systems along x–axis and z–axis directions,

respectively. The static values in the spectra of ε1(ω) along x–axis were observed

are 4.03 (3.90) for systems A1 (A2) and 3.93 for system A3. Then the spectra
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Figure 6.5: DFT simulated electron energy loss spectra (EELS) of Nb3O7(OH)

(black), Ti: Nb3O7(OH) (Ti= 4.16 %) (red) and Ti: Nb3O7(OH) (Ti= 8.32 %)

(blue), showing similar peaks except with the peak variations. (a) EELS spectra of

the entire systems along x–axis and z–axis.

increases and a sharp peak in the spectra appeared at 4.39 eV for (A1), 4.69 eV

for (A2) and 4.85 eV for (A3), which are well–defined as electronic polarizability

of the corresponding interband transitions. For A3, the first sharp peaks in ε1 (ω)

is more intense than one of the A1 and A2 due to the higher concentration of the

dopant. The intensity of the peaks are directly related to the concentration of Ti i.e.

7.88 (Ti8.32) > 6.83 (Ti4.16) > 6.94 (Pure), respectively. In the remaining two small

peaks positioned at ∼5.6 eV/8.18±0.4 eV for all systems but the spectral intensity

of A3 is smaller than A1 and A2 by a factor 1 (a.u). There are two valleys at energy

points 7.1±0.3 and 9.30→ 11.33 eV in the spectra, but the spectra of A3 reach more

negative value. It explains that in A3 system electrons are rather more free when

compared to A1 and A2, respectively. The spectra of ε1(ω) for the doped systems

along x–axis/z–axis direction reveals greater anisotrophy. Due to the smearing of

bands, a Drude term is applied to the spectra (IR region, which comes from the

interband transitions) in doped systems. Therefore, we find sharp valleys in the IR

region at 0.1/0.2 eV (A1,A3) and there is one other small valley at 1.0 eV for A3

system which is attributed to more smearing of bands. Comparatively, there is a

shift of 0.25 eV in the spectra of ε1(ω) in A3 toward lower energy i.e. the maximum

peaks along z–axis are lying at 4.01 eV (A1), 3.87 (A2) and 3.76 (A3), respectively.

For the ε1(ω) in A1, A2 and A3 along z–axis, there are two deeper valleys in the

spectra appearing at 6.27±0.08 eV and 11.52 ±0.14 eV, respectively. The physics

behind these valleys can be discussed later in this article in correlation with the

electron energy loss function.

Owning to the different optical properties, we further investigate the electron

energy loss (EEL) function (L(ω) for pristine and Ti–doped Nb3O7(OH), which

describes the energy loss of electron traversing through the material. Figs. 6.5(a,
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b) presents the calculated EEL spectra of Nb3O7(OH) as a function of energy. The

calculated electron energy loss spectra along x–axis and z–axis indicate considerable

anisotropy (see Figs. 6.5(a, b)). The experimental EELS measured using FEI Titan

themis microscope is compared with the calculated spectra of the entire systems.

The EELS of all systems A1, A2 and A3 provide a deep insight into the electronic

structure and structural behavior of these compounds. The peaks in EELS appear

due to the plasmon resonance. The L(ω) has a direct relation with ε1(ω) i.e. at

the energy points, where ε1(ω) is equal to zero, plasma frequency is produced. The

second reason of plasma frequency production can also be explained from the valleys

in ε1(ω), where the VB electrons behave like free particle and as a result produce

plasma frequency. Fig. 6.5a shows greater energy loss for A3 as compared other

systems (A1, A2), because it is deeper in valleys (see Fig. 6.4b). It means that in

these energy points A3 has more free electrons in the VB with respect to energy and

even shows the lowest absorption in the ε2(ω). These plasma frequencies further

impact of the spectra as plasmon resonance. From the qualitative peak to peak

comparison between experimentally measured data and theoretically calculated data

can be described as: the peaks in the experimental spectra are located around 5.7

eV 6.8 eV, 12.12 eV and 14.5 eV for the entire A1, A2 and A3 systems, while the

peaks in the theoretical spectra are positioned at 5.31 eV, 7.1 eV, 12.12 eV and 14.4

eV for all samples, respectively, with a small difference of ∼±0.11 eV among them.

Thus, the agreement between Exp. and Theo. data shows that the experimentally

measured spectra was nicely reproduced. In contrast to x–axis, the energy loss

function of all systems along z–axis behaves differently because A3 shows less loss

than A2, which shows less loss than A1. At the energy points around 7.0 eV and 12.0

eV, A3 exhibits photoabsorption a little higher than other systems. Doped–systems

also expose some extra peaks due to zero loss corresponds to smearing of bands.

6.3.5 Spectroscopic properties

X–rays absorption module in the WIEN2k code is an efficient tool, to simulate the

energy loss near edge fine structure of Nb–M3 and O–K edges. These calculations

were done to find better local surrounding of the Ti atom in Nb3O7(OH). The calcu-

lations are based on independent particle approach which is efficient to expose many

body effects using Fermi’s golden rule. Our findings on the WIEN2k calculations on

the Nb–M3 edge are displayed in Fig. 6.6 along with the experimental spectra, for the

systems A1, A2 and A3, which describe the chemical states of Nb in Ti:Nb3O7(OH).

Here we took only Nb–M3 edge structure because both Nb–M2,3, constructing from

the spin orbit splitting of states, have the same spectral features. The ELNES of

M3 edge of Nb atoms are described by one white line and a shoulder. These results

declare the signature of allowed atomic transitions from 4d45p6 to 4d52p5 orbitals.

These peaks observed in Nb3O7(OH) and Ti:Nb3O7(OH) can be characterized by
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Figure 6.6: Calculated Nb–M3 edges of Nb3O7(OH) and Ti:Nb3O7(OH) (Ti= 4.16

% and 8.32 %) along with the experimental data. (a) Different Nb atoms contribu-

tion to the spectra is also been shown. Schematic spectra of Nb–M3 edges of the

corresponding Ti concentrations along with the exp. data are also shown in b and

c. The Black and red are designated to the calc. and exp. data of the Nb3O7(OH)

and Ti:Nb3O7(OH), respectively.

the transitions from 5p → 4d, while the s character transitions are also present.

Comparatively, p → s transition is much less intensive than 5p → 4d. The M3 edge

structures produced from the transition from 5p1/2 → 4d3/2 range in the binding

energy from -2 to 14 eV. In addition to the white line, the shoulder demonstrates

the presence of pentavalent niobium element, while the increase in the shoulder at

sample A3 suggests that the Ti contents in the octahedra of Nb3O7(OH). Regarding

the atom specific contribution to the spectra of Nb–M3, the while line is mainly

contributed by the Nb(2) and Nb(3) (appearing at the corner sharing of octahedra

in the crystal structure) and the shoulder is constructed by Nb(1) (positioned at the

edge sharing octahedra). Both experimental and theoretical spectra have very nice

agreement in shape with each other.

Fig. 6.7 presents theoretical study on near edge fine structure at O–K edge in
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Figure 6.7: Calculated O–K edges of Nb3O7(OH) and Ti:Nb3O7(OH) (Ti= 4.16

% and 8.32 %) along with the experimental data. In (a), the calculated spectra

constructed by different O atoms positioned at various lattice sites in the crystal

structures. Fig b and c show the O–K edges of the corresponding Ti Nb3O7(OH)

along with the exp. data. The Black and red are designated to the calc. and exp.

data of the Nb3O7(OH) and Ti:Nb3O7(OH), respectively.
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Ti:Nb3O7(OH) (A1, A2 and A3) along with the experimental data. The O–K edge

is attributed to the allowed dipole transitions from 1s to p character of the states.

The ELNES of the O–K edges for the pristine and Ti–doped Nb3O7(OH) were per-

formed under WIEN2k code. The O–K edge near edge fine structure in Nb3O7(OH)

and Ti:Nb3O7(OH) contains three main peaks in both theoretical and experimental

spectra. Both experimental and theoretical O–K edges for the entire samples have

the same features in shape. The quantitative difference between both experiment

and theoretical spectra is due to the energy resolution limit (Exp.) and energy

broadening limit (cal.). Different inequivalent O atoms in the crystal structures

contribute to different peaks in the spectra. Therefore, for each case (A1, A2 and

A3), we performed eight supercell calculations for each inequavalent O atoms. The

contribution of each inequivalent O atom to each individual spectra for system A1

has been studied in detail in the previous study. The entire spectra of O K–edge for

Nb3O7(OH) and Ti–doped Nb3O7(OH) were obtained as a weighted superposition

of the mentioned O atoms. In comparison, there is no significant difference in the

entire spectra of all samples (A1, A2 and A3), except some increment of small extra

peaks at higher concentration of Ti in the Nb3O7(OH). These changes indicate the

presence of TiO6 octahedra in the doped samples.

Finally, we came to know that there is no significant difference into the ELNES

of Nb–M3 edge and O–K edge due to the substitution of Ti into the crystal structure

of Nb3O7(OH) at different lattice sites.

6.4 Conclusion

In this study, we have focused on a series of Ti-doped Nb3O7(OH) photocatalytic

materials with different concentrations of Ti (0–8%). We studied the structural, op-

toelectronic and spectroscopic properties of pure and doped Nb3O7(OH) using the

TB–mBJ approach. The formation energy studies reveal that the Ti atom replaces

the Nb atom in the lattice site of the crystal structure of host systemsNb3O7(OH).

Calculated bond lengths expose that Ti incorporation in Nb3O7(OH) enhanced dis-

tances along z–axis and reduced them along x/y–axis and found same experimental

trend about the crystallographic directions. The electronic structures of pure and

doped Nb3O7(OH) with Ti contents revealed that the smearing of bands dedicated

to the concentrations of Ti. Main peak in ε2(ω) for the entire systems (A1, A2 and

A3) demonstrated that it is constructed by the transitions of O–2p6 states to Nb–4d4

states with the coupling of Ti–3d2 states. As the concentration of Ti increases, an

increase in the intensity of optical spectra is observed. This is consistent with the

calculated atomic resolved density of states of Nb3O7(OH) and Ti:Nb3O7(OH).

In the accord with our previous results from the WIEN2k code, the findings

presented in this article suggest that Ti content has very small effect on the the EELS

and O–K and Nb–M3 edges spectra. This can be addressed in such a way that Ti
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atoms do not change the structure of Nb3O7(OH) crystal within the doping limit (0–

8%). Thus EELS and O–K and M3 edges (including core hole effect for edges) for the

entire systems were nicely produced and compared with the experimental spectra.

High photoabsorption of the higher doped Nb3O7(OH) describes an enhancement in

the photocatalytic activity.
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Chapter 7

Theoretical analysis of an

Intermediate Band in Sn–doped

Hematite with Wide–spectrum

Solar Response

This chapter is based on a manuscript by Wilayat Khan, Christina Scheu, Ondřej

Šipr and Ján Minár, which is to be submitted. In this chapter, we did the electronic

structure, magnetic and optical properties calculations.

94



CHAPTER 7 RESULTS and DISCUSSION 95

7.1 Introduction

Hematite (α–Fe2O3) is the most abundant and particularly the most attractive ma-

terial for the photoelectrochemical (PEC) water splitting process on Earth. It can

absorb solar light in the visible regime greater than its band gap (∼2.2 eV) and

hence report maximum efficiency of 12.9 % (theoretical) via harvesting of light [1].

Moreover, the photocatalytic efficiency of Fe2O3 extends to 40 % [2], because of its

nontoxicity, low cost and stability under photocorrosion. In spite of these advan-

tages, Fe2O3 offers very low conduction and a rapid recombination rate [3]. In order

to improve the performance of Fe2O3 i.e. to enhance electrical conduction, different

methods have been reported on the structure morphology that facilitates the dis-

persion of holes [3, 4]. Furthermore, many group IV elements are successfully doped

in Fe2O3, resulting in an improvement in photocatalytic activity. Experimentally,

it has been reported that Si and Sn are effective n–type dopants, enhancing the

photocatalytic application of Fe2O3 [5, 6, 7].

In this regard, many theoretical calculations have been performed on the im-

provement of opto–electronic properties of Fe2O3 photoanode due to the doping of

group IV elements. Electronic transport properties of Fe2O3 based on the incorpo-

ration of Ti, Zr, Si and Ge elements were simulated using cluster models at the level

of Hartree–Fock [29]. The incorporation of these elements results in greater carrier

concentration as well as carrier mobility. Finally, Ling et al., [9] prepared Sn–doping

Fe2O3 nanostructures materials and confirmed its highly photocurrent density than

other doping via characterizing by PEC and ultrafast laser spectroscopies. Hence,

the knowledge of enhanced photocurrent density in Sn–doped Fe2O3 is not only re-

sponsible for exploring the photocatalytic activity but also is a step towards the

development of novel photocatalytic materials.

At the same time, both theoretical as well as experimental studies on the analysis

of the electronic structure of doped hematite have been reported in different articles

[10, 11, 12, 13, 14]. However, in spite of our extensive, recent analyses on the

hematite, it should be noticed that the intermediate band (I.B) in the electronic

structure of Sn–doped Fe2O3 has not been reported in the previous work. The

introduction of I.B’s is the key feature of the solar cell materials that is able to

absorb low energy photon to excite an electron from VB to I.B and then to CB. The

main aim behind I.B’s is that it produces extra excitons and hence enhances the

photocurrent density lead high output quantum efficiency, with increase of output

voltage of solar cells. Luque et al. [15] reported ∼63.2% theoretical efficiency of a

solar cell based on I.B. For I.B need to be efficient, it acquires some requirements:

(1) small dispersion and (2) not to be discrete; while at the meantime, it should

be narrow and is lying in between valence/conduction band. Unlike to natural

photosynthesis, the notion of I.B allows a system to perform optical excitation by

the absorption of two photons in the low energy scale (absorbed in the same system).
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Linares et al., [16] introduced the notion of I.B for the first time in the quantum

dots. Proceeding to this, many I.B materials have been proposed by the substi-

tutional incorporation of proper amount of transition metals into semiconductors

like Ti interstitial doped Si and N–doped Ga(As,P). Many experimental predictions

have been placed about the structural properties by introducing Sn atom into the

hematite along with a short theoretical description on the density of states (DOS),

but direct theoretical evidence of the detail study on optoelectronic properties is still

not available. In this article, several various concentrations of Sn were introduced

into pristine Fe2O3 to greatly enhance the photocatalytic application. Interest-

ingly, here in we introduce the concept of intermediate band for the first time in

Fe2−xSnxO3 (x=0 %, 8 %, and 12 %), Sn–doping to enhance the photocurrent. Pris-

tine and Sn–doped Fe2O3 nanostructures were studied by full potential linearized

augmented plane wave (FP–LAPW) implemented in WIEN2k with density func-

tional theory (DFT). We begin with the structure of α–Fe2O3 having Fe atoms

configuration [(↑↓↓↑)] that has minimum ground state energy and maximum energy

band gap under spin polarized generalized gradient (GGA) function. Other prop-

erties like electronic structure and optical properties of α–Fe2O3 and Fe2−xSnxO3

(x=8 %, and 12 %) were studied using GGA+U approach. By electronic structure

we obtained remarkably smaller band gap of 0.66 eV for 12 % Sn and also introduce

an I.B. By optical properties we found an enhancement in its optical performance

that extended to infrared regime.

7.2 Theoretical details

We performed spin polarized calculations on pristine α–Fe2O3 and Fe2−xSnxO3 (x=

8 % and 12 %) with the full potential linearized augmented plane (FP–LAPW)

method as employed in the WIEN2k package [28] within density functional theory

(DFT) [18, 19, 20]. This methodology considers all electrons (core, semi–core and

valence electrons), which freely participate in the spectroscopic properties, chemical

bonding and optoelectronic properties. Plane wave cut–off or energy cut–off up to

7.0 was used to extend the electronic states that allow the convergence of energy to

0.00001 Ryd and 6×6×4 Monkhorst–Pack [21] mesh of k–points was used to describe

the reciprocal space for pristine and Sn–doped hematite. The iron (Fe) 4s, 3p and

3d electrons, the oxygen (O) 2s and 2p electrons and the tin (Sn) 5s, 5p and 4d

electrons were deal as valence electrons.

The local density approximation (LDA) with the Ceperley Alder (CA) [22] ex-

change correlation potential and generalized gradient functional (GGA) [23] were

used for the treatment of exchange correlation energy. A DFT with on–site Hub-

bard interaction (DFT+U) [24] was applied to Fe–d orbitals (highly localized state)

to accurately assess the optical properties of doped highly correlated materials, par-

ticularly the band gap from the electronic structure. It can be seen that a plane DFT
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cannot describe exactly the strong on–site Coulomb interaction of the correspond-

ing orbitals. The values of U parameter in regard to DFT+U have been extensively

described in the literature as dependent on the functionals used, but here in this

study, we performed a series of scf–calculations for U=2–5 eV. The band gap values

are: 0.925 eV (U=2 eV), 1.312 eV (U=3 eV), 1.675 eV (U=4 eV) and 2.17 eV (U=5

eV), respectively. From these findings we found that the effective U value applied

to 3d localized orbitals of Fe is 5.0 eV. We clarified this value of U by the predicted

band gap of O–2p and Fe–3d orbitals is 2.17 eV for GGA+U calculations, which has

a nice concurrence with the experimental data and suit our purpose well.

We make a 2×2×1 supercell along the crystallographic directions (x, y and z–

axis), and used the experimentally deduced lattice parameters of pristine α–Fe2O3

with rhombohedral symmetry in our calculations. We substituted a Sn atom that

had acquired the 4+ ionization state as dopant element at the site of Fe atom

(3+ ionization state) in this structure. All structures are optimized to get the

stable position for each individual atom using generalized gradient functional (GGA)

[23]. The concentration of Sn atoms was approximately equal to 8 % and 12%,

respectively. Our calculations are based on antiferromagnetic spin configuration to

achieve the accurate magnetic ground state.

As discussed, we had two different concentrations of Sn doping in hematite.

For 8 % doping we adjust the Sn substitution at the lattice of Fe in such a way

that one Sn lies in the spin up layer and the second atom in the spin down layer.

Consequently, we get the total spin magnetic moment µs∼ 0. In contrast, 12 % of Sn

in hematite shows a total spin magnetic moment value corresponding to the value of

the missing Fe atom. This is due to the enlarged µs at the sites where the entire spin

donated by Fe atoms in the spin up or down layers depend on the Sn substitution.

For the prevention of this large value of µs formation between the Sn doped Fe

layers and undoped Fe layers, we followed our modeling (12 % doped Sn) as: (1)

first we substituted two Fe atoms by Sn atoms in the up spin layers and one Fe

atom by Sn atom in down layer and (2) then we reversed the same order/number of

substitutions of the Sn atom in the Fe layers. Finally, we performed the calculations

for both cases. The calculated total spin density arises from the doped Sn at different

layer (Up/Down) in their respective antiferromagnetic Sn: Fe2O3 were statistically

averaged to obtain zero spin density of states. Subsequently, the calculated results;

µtot and optoelectronic properties for the corresponding doping profile were also

statistically averaged.
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7.3 Results and Discussion

7.3.1 Structural Properties

As the unit cell of pristine α–Fe2O3 [25] has four Fe atoms and six O atoms, we begin

our calculations with the configuration (↑↓↓↑) which has the lowest total energy as

illustrated in Fig. 7.1. The symbols ↑ and ↓ are used for spin up and spin down

(Sandratskii et. al., [25] uses the symbols of + and -). It means that the two

Fe atoms with spin up have opposite magnetic moment µB as compared to two Fe

atoms with spin down, but have equal magnetic moment in magnitude. The findings

obtained after the structure optimization of the unit cell using GGA functional are

listed in Tab. 7.1.

Table 7.1: Results obtained for lattice parameters (a, c), volume (V0) from calcula-

tions through the GGA method for α–Fe2O3. (in Å)

Reference a c c/a V0

Exp[26]. 5.038 13.772 2.733 302.722

This paper 5.323 14.553 2.734 315.619

The antiferromagnetic behaviour of the α–Fe2O3 crystal structure along with the

substitution of Sn at the different positions is illustrated in Fig. 7.1, where Fe atoms

are coloured as royal blue. In order to know the effect of the Sn doping on the bond

lengths, we presented a description of pristine and Sn–doped (substitutional) Fe2O3

structures from left to right (See Fig. 7.1). Following Fig. 7.1 Sn atom (dopant)

is marked by magenta colour and the atoms (Fe/O) in the surrounding have royal

blue/red colour, respectively.

We did the internal parameter optimization for the entire compounds using GGA

functional and compared the calculated bond distances between Fe, O and Sn atoms.

Herein, we compare the distances between Fe–O/Fe–Fe atoms (α–Fe2O3) with Sn–

O and Fe–Sn atoms, respectively. These are exactly at the same positions in the

crystal structure where Sn atom replaced the Fe atom. From the calculated data, it

is clear that there is an increase in the bond lengths of Sn–O atoms than Fe and O

atoms and the bond lengths tend to increase as a function of Sn content, resulting

in a prominent distortion in the Fe layers. If x=8 %, there is an increase in bond

lengths of 5.8 % (close to Sn) between Sn–O atoms, while there is a small increase

in the bond lengths upto 1 % between Sn–Fe atom, respectively. The same trend we

found in the bond lengths between Sn–Fe/O atoms i.e. the bond lengths between

Sn–O atoms enhance upto 11.1 % and approximately the same displacement (10

%) in between Sn–Fe atoms. It is clear that one Sn+4 share three electrons with O
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Figure 7.1: Schematic of of the unit cell of α–Fe2O3 with spin down Fe atoms and

spin up Fe atoms, and Sn–doped with the same spin configuration, respectively.

atoms and one electron donate to Fe atom, [27] the bond length between Fe and O

atom tends to increase due to the doping of Sn in all samples (Fe2−xSnxO3 (x=0.0,

8 % and 12 %). One can see from these values of the bond lengths that Fe atoms

show immediate interplay with O atoms.

7.3.2 Electronic structure

Figs. 7.2(a–c) presents the band structures of pristine α–Fe2O3, Fe1.92Sn0.08O3 and

Fe1.88Sn0.12O3, using GGA+U method. Here we review our results about the band

gap character of α–Fe2O3 calculated at different functionals and compared with

the literature findings. So, the band gap of α–Fe2O3 computed with LSDA (0.109

eV), GGA (0.33) and GGA+U (2.17 eV). After performing these calculations, it is

clear that the gap value obtained through plan DFT is considerably smaller than

the experimental gap. However, it is equal to the value obtained by Rollmann et.

al., [13] using GGA with the projector augmented wave (PAW) within VASP code.

While it is a bit smaller than the value of 0.51 eV (Punkkinen and co–workers)

[28] using GGA in combination with the linear muffin–tin orbital (LMTO) method

in atomic–sphere approximation (ASA) and value of 0.75 eV (Sandratskii et. al.,)

[25] using LSDA with ASA method. The value of the band gap in our calculation

(GGA+U) is very close to the experimental value of 2.20 eV [29].

So, we preferred the Ueff=5.0 eV on Fe–d orbitals for the electronic structure

of pristine and Sn doped hematite to see the effect of Sn on the electronic structure

and optoelectronic properties of α–Fe2O3. From the simulated band structures,

we understood that these findings are substantially dependent on the Sn–doped

atoms and their concentration. In α–Fe2O3, we found an indirect band gap of

2.17 eV similar to experimental value (2.20 eV) [29] at Ueff=5.0 eV. In Sn doped,

the band structures are still indirect and the corresponding band gaps of 0.689
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Figure 7.2: Band structures representation for α–Fe2O3 and Fe2−xSnxO3 (x= 8 %

and 12 %) under the GGA+U approach at Ueff=5.0 eV.
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Figure 7.3: The calculated total density of states (TDOS) of α–Fe2O3 and

Fe2−xSnxO3 (x= 8 % and 12 %) under the GGA+U approach at Ueff=5.0 eV.

eV (x=8 % ) and 0.66 eV (x=12 % ), respectively. Those plots showed us that

the U parameter influenced robustly the electronic spectra of the entire compounds.

Following Fig. 7.2 we found three types of bands in valence band (VB) (1) Partially–

filled intermediate bands (I.B1) close to EF , (2) filled intermediate bands (I.B2)

about a half–way between EF and VBM, (3) band in the valence–band continuum

which corresponds to bands in pristine hematite. The first two bands present an

intermediate band constructed from Sn–4d/5s, Fe–3d and O–2p orbitals between

VBM and CBM in Sn:Fe2O3, which are compatible with the simulated density of

states (DOS) mentioned in Figs. 7.3–6.

Band structures of dopant materials provide partially filled intermediate bands

[30, 31] to expand the solar response to infrared region especially in case of Sn–

doped hematite. The simulated electronic band structures indicate more flatness in

Fe2−xSnxO3 with the increase in x. These flat bands are also used for the trapping

of carriers. With respect to photocatalytic applications, Sn–doped hematite has

interesting characteristics.

The total density of states (TDOS) and partial density of states (pDOS) of

pristine and Sn–doped hematite were calculated using GGA+U (Ueff =5.0 eV).

From the simulated DOS profiles (See Figs. 7.3–6), we came to know that these

findings substantially depended on the Sn dope atoms and their concentration. A

representative, band gap analysis was performed for the anti–ferromagnetic pristine
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and Sn–doped hematite as exposed in Fig. 7.3. Starting with pristine hematite, one

can see from Fig. 7.3a that the U parameter (on–site Coulomb interaction) breaks

the covalency between O–2p and Fe–3d orbitals and move the Fe–3d orbitals toward

higher binding energies. There are some extra profile between VBM and CBM in

the TDOS of Sn–doped Fe2O3 (in Figs. 7.3(b, c)). These profiles signature the

contribution of the Sn–5s and Fe–3d/O–2p orbitals and contribute to I.B1 and I.B2,

respectively. These profiles are discussed in detail with respect to atomic position

of Fe atoms in angular momentum resolved density of states. The width of the I.B’s

is increased with Sn contents and reducing the insulation region.

The angular momentum resolved DOS are categorised into away Fe/O orbitals

and close Fe/O orbitals (doped case) DOS from Sn atom compared to the Fe/O

orbitals DOS of pristine hematite. The density of states (DOS) of Sn orbitals are

plotted separately to see the effect/contribution of each individual Sn atoms (or-

bitals) to I.B’s.

Figs. 7.4(a–c) illustrate the pDOS of O–2p and Fe–3d orbitals of pristine and

doped hematite in the energy window (-4 to 3 eV), which is away from Sn atoms.

In Fig. 7.4a, these are Fe–3d and O–2p orbitals pDOS in which both have the same

profile and same contribution to the VBM and CBM as previously calculated data.

In contrast to pristine hematite, the introduction of Sn onto the hematite structure

(see Figs. 7.4(b, c) changes the story around the Fermi level. Accordingly, x= 8 % (b)

produces the same profile for Fe–3d/O–2p orbitals, but in x=12 % (c), the width of

the insulating region is reduced and introduce some extra texture of orbitals. This

character of orbitals is not clear in the x=8 % doping because these orbitals has

negligibly small contribution. The peaks are the averaged profile of different Fe/O

atoms, which is away from Sn atoms. The distances of Fe atoms from Sn atoms are

varying from 4.0 Å to 6.0 Å and the distances of O atoms are varying from 3.78 Å

to 6.09 Å in case of x=8 %. While, these distances are varying from 3.72 Å to 6.25

Å (for Fe atoms) and from 3.46 Å to 6.68 Å in case of x=12 %. It has been also

confirmed that for all concentrations of Sn (8 % and 12 % in the hematite supercell),

the I.B exist approximately at similar position between the VB and CB. It induces

sub-band gaps between VB and CB; differ from the gap of the pristine hematite. At

x=12 %, the I.B2 is mainly contributed by the O atoms, while the spectral shape of

O–2p orbitals remain unchanged in all cases.

To check the influenced of the Fe/O atoms on the pDOS of doped hematite, which

is closed to Sn atoms, we plotted the pDOS of Fe–3d and O–2p orbitals as illustrated

in Figs. 7.5(a, b). These atoms are at a distance from Sn atoms varying from 2.68

Å to 3.59 Å (Fe atoms) and 2.09 Å to 2.14 Å (O atoms) in x=8 %, while they are

varying from 2.84 Å and 3.59 Å (Fe atoms) and from 2.13 Å to 2.15 Å (O atoms)

in case of x=12 %. Similar to x=8 %, we took the average profile of Fe–3d /O–2p

orbitals of the closest Fe and O atoms. As there are two intermediate bands (I.B1

and I.B2) need to analysis in term of these orbitals in different doping concentration.
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Figure 7.4: Averaged partial density of states (pDOS) images (a) α–Fe2O3 and in

(b, c) Fe2−xSnxO3 (x=8 %, 12 %) for those Fe atoms which are 4.0 Å to 6.0 Å (x=8

%)/3.72 Å to 6.25 Å (x=12 %) and for those O atoms which are 3.78 Å to 6.25 Å

(x=8 %)/3.78 Å to 6.6Å (x= 12 %) away from Sn atoms. In (c), the pDOS of Fe–3d

orbitals show filled intermediate band at -0.8 eV under the GGA+U approach at

Ueff=5.0 eV.
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Figure 7.5: Averaged partial density of states (pDOS) images of (a, b) Fe2−xSnxO3

(x=8 %, 12 %) for those Fe atoms which are 2.68 Å to 3.59 Å (x=8 %)/2.84Å to

3.59 Å (x=12 %) and for those O atoms which are 2.09 Å to 2.14 Å (x=8 %)/2.13

Å to 2.15Å (x=12 %) close to Sn atoms. In (a), the pDOS of Fe–3d orbitals show

partially filled intermediate band (I.B1) and filled intermediate band (I.B2) with O–

2p orbitals at -0.8 eV and in (b) O–2p orbitals contribute to I.B2 under the GGA+U

approach at Ueff=5.0 eV.

Fig. 7.5b reveals that at lower concentration of Sn, the filled intermediate band is

constructed by the O–2p orbitals (0.29 sts/eV) with the minor contribution of Fe–3d

orbitals. While Fe–3d/O–2p orbitals have the same trend for I.B2 as in x=8 %, but

the partially filled I.B (I.B1) is constructed from Fe–3d orbitals (0.5 sts/eV). The

increase in Sn concentrations (Fig. 7.5a) tend to move the occupied band to partially

band which crosses the Fermi level and forms an I.B at the top of VB and also the

conduction band edge is shifted down by 0.21 eV. Consequently, it reduces the band

gap between VB and CB and enhances the width of sub–gaps between I.B and CB.

Now to introduce the pDOS of the main ingredient (Sn atom) which is responsi-

ble for the formation of the I.B’s in hematite, which is presented in Fig. 7.6. Overall

Sn atoms have quantitatively smaller contribution to the density of orbitals as com-

pared to O/Fe atoms. Yet Sn has an important role in the topic of article. Both
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intermediate bands (I.B1, I.B2) are constructed from the admixture of Sn–5s/5p/4d

orbitals. Here we have two Sn atoms in the supercell of hematite (x=8 %), the I.B1

crosses partially the EF mainly constructed by Sn2–4d orbitals (0.08 sts/eV) with

the minor contribution of Sn1–5s orbitals (0.00008 sts/eV) and the I.B2 (filled one),

around -0.8-1.0 eV, contributed by the Sn–4d orbitals (0.004 sts/eV), respectively.

These can be visualized in the profile of Sn1,2–5s/5p/4d orbitals, which is sketched in

the left part of Figs. 7.6(a, b). Similar trend is also observed in Fe1.88Sn0.12O3 with

a slight difference as compared to Fe1.92Sn0.08O3 as illustrated in the right part of

Figs. 7.6(c–e). It can be explained as that the Sn1–5s orbitals (0.00008 sts/eV) with

small and same contribution of Sn1–5p/4d orbitals (0.00002 sts/eV) to I.B1, and

Sn1–4d orbitals contribute to I.B2. Both I.B’s are attributed by the same Sn2–5p/4d

orbitals. But Sn3–5s/5p/Sn3–5s (0.004 sts/eV) and Sn3–5p orbitals constructed the

partially filled intermediate band [32]. From the entire pDOS, one can notice that

the d orbitals of Fe atoms and p orbitals of O atoms contributed mainly rather

than the dopant atom (Sn) in Fe2−xSnxO3 construct an I.B. It is clarified from

pDOS that the dopant (Sn) implies negligible effect on the band gap of the pristine

compound. The partial DOS provides a clear evidence into the frontier of orbitals

bonding behaviors, because here we deal with the intensity of orbitals in the given

energy range.

Interestingly, our findings suggested that the I.B’s around the EF are partially

filled featuring an enhancement in the efficiency of solar cell. The reason is that

the probability of transitions from I.B’s to CB is higher. To get the partially filled

bands, it would be appreciated that we doped the hematite by n–type materials (e.g.

Sn). At 8 % (smallest concentrations), Sn introducing sub–gaps between partially

filled I.B’s and occupied band, due to addition of an extra electron to the unit cell.

Larger Sn contents shift the occupied I.B’s (at 0.8 eV in 8 %) deeper into the VB and

also the CB is shifted down towards the Fermi level. This large change of distances

between partially occupied I.B at EF and CBM or between the fully occupied I.B

and VBM with doping and so on is in general possible in semiconductors.

7.3.3 Magnetic properties

To investigate the magnetic behaviour of Fe2O3, first we calculated magnetic mo-

ments for the corresponding anti-ferromagnetic configuration [(↑↓↓↑)] are 3.23 µB

(LSDA), 3.49 µB (GGA) and 4.24µB (GGA+U); at Ueff=5.0 eV), respectively.

These values are about 1.64 µB, 1.10 µB, and 0.36 µB lower than the experimen-

tal value [25]. Then we doped Sn atoms and calculate the values of the magnetic

moments that show a decrease in the magnetic moments of Fe atoms against Sn

doping. These results indicate that each Sn atom has different interaction behavior

and charge transfer respective to their positions. The numerical values of magnetic

moments are 4.121 µB (Fe) in Fe2O3, 3.513 and 4.112–4.215 µB (Fe), 0.0142 µB (Sn)



CHAPTER 7 RESULTS and DISCUSSION 106

Figure 7.6: Partial density of states (pDOS) images of (a, b) Fe2−xSnxO3 (x=8 %)

and (a, b, c) Fe2−xSnxO3 (x=12 %). Both shows the pDOS of Sn–5s/5p/4d orbitals

which contribute to the filled intermediate band (I.B2) at -0.8 eV and partially filled

intermediate band (I.B1), under the GGA+U approach at Ueff=5.0 eV.
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and 0.0266–0.0755 µB (O) in Fe1.92Sn0.08O3, while the magnetic moment for Fe atoms

varies from 3.515–3.99 and 4.11–4.124, 0.0138–0.0148 µB (Sn) and 0.0148–0.084 µB

in Fe1.88Sn0.12O3, respectively. These values suggest that the Fe atom is the origin of

the entire magnetism and induces a negligible spin density in the Sn and O atoms.

Overall, magnetism in each Fe atoms stems from the d orbitals. The decrease in the

magnetic moments Fe atoms caused by the intra–atomic charge transfer within Sn

and Fe/O atoms.

7.3.4 Optical properties

The linear optical properties for pristine and Sn–doped hematite achieve more in-

terest in view of their high absorption of photon, giving rise to a high photocataltic

activity. Interestingly, in this paper, we predicted a strategy of intermediate band

(I.B) in Fe2−xSnxO3 (x=8 % and 12 %) act as possible I.B material. The ability

of I.B in a material as discussed in the band structure is to enhance effectively the

efficiency of photovoltaics. In view of optical response, we will explain and com-

pare the dielectric properties of these materials without and with I.B’s prominent

character in improving the ability of the desired compounds as photocatalyst.

Based on the calculated electronic structure, we are able to investigate the optical

absorption in the infrared and visible region to obtain nice optoelectronic perfor-

mance of Sn–doped hematite. Here, we mentioned the spectra of the pristine and

Fe2−xSnxO3 only in the energy window 0.0–3.5eV, because our vision is to explore

the optical response of the respective materials based on I.B’s. We averaged both

components, imaginary/real part (ε2/ε1 (ω)), of dielectric function, reflectivity and

energy loss function for the entire compounds as presented in Figs. 7.7(a–d).

The optical spectra of the Fe2−xSnxO3 in the respective energy region are marked

in different colours. It is also clear from the Fig. 7.7a that the presence of Sn+4

(four unpaired electron) cause an enormous shift in the absorption threshold and

this deviation increases due to the presence of I.B simply enables some transitions

which were not possible in pristine hematite. The ε2(ω) spectra reveal ∼similar

peaks at energy region from 2.8 eV and 3.25 eV for α–Fe2O3 and Fe2−xSnxO3 (x=8

% and 12 %) (See Fig. 7.7a). But the first peak becomes smoother and shifted to

higher energy in the doped hematite. Some extra peaks features in th infrared region

from 0.5–2.2 eV for Sn–doped hematite (Fe2−xSnxO3) are also reported in this study,

respectively, which can be correlated with the Sn contents in the hematite. Here,

the maximum value of Sn (x=12 %) in Fe2−xSnxO3 shift the absorption edge to

infrared region, which belongs to partially filled intermediate bands and is related

to extra photon absorption. It describes that the inducing of Sn into hematite

extend the light response to lower energy. Comparatively, the photocatalysis in

α–Fe2O3 is smaller than Fe2−xSnxO3 (x=8 % and 12 %) because α–Fe2O3 absorb

electromagnetic radiation greater than 2.2 eV to excite an electron from VB to
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Figure 7.7: (a) Calculated optical spectra: (a) the imaginary and (b) the real part

of dielectric function, (c) the electron energy loss function and (d) the reflectivity

of α–Fe2O3 and Fe2−xSnxO3 (x=8 % and 12 %) in the energy window from 0.0 to

3.5 eV. The optical thresholds are compared to pure and different Sn concentration.

The absorption edge of Fe2O3 with Sn-doped lies in IR region and maximum peaks

related to the transition of I.B.

CB, while less exciton acquire less energy in Fe2−xSnxO3. The Sn doped hematite

electronic structure features sub–gap that increases with the Sn contents. These

sub–gaps are due to intermediate bands. They absorb more photons in such a

way that one photon excites an electron from VB to intermediate band and second

photon take it to CB from intermediate band.

The real part ε1(ω) of dielectric function for pristine and Sn–doped Fe2O3, show-

ing the electronic polarizeability, is plotted in Fig. 7.7b, based on the calculated

electronic structures reported above (see Figs. 7.2–6). An inverse relationship has

been reported in [33, 34] between εelec and Eg (band gap energy), whereas Eg has no

effect εionic. Here in the plot we see the εtot (comes from εelec and εionic) in relation

to Eg. Of more importance is the static value of ε1(ω), which is 3.87 for Fe2−xSnxO3

(x=12 %) higher than the pristine and other Sn–doped compounds, and its origin

can be seen in the imaginary spectra of the dielectric function. Similar to ε2(ω),

ε1(ω) is also extended to IR regime in Fe2−xSnxO3 (x=8 % and 12 %) and shows

maximum optical response in this region. The entire spectra in this energy range
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Figure 7.8: Visual representation of photocatalytic activity of α–Fe2O3 and

Fe2−xSnxO3 in the UV region extended to Infrared region (left side) and on the

right side the I.Bs photocatalysis of Fe2−xSnxO3.

(0.0–3.5 eV) are positive. The valley in ε1(ω) is corresponds to the first peak in the

energy loss function demonstrated by plasmon resonance.

Figs. 7.7(c, d) show the energy loss function and reflectivity spectra of the series

of hematite materials (pristine and Sn–doped) in the relative energy range of 0.0–3.5

eV to investigate the absorption characteristics of electromagnetic radiation. The

reflectivity R(ω)and energy loss L(ω) spectra of the hematite are analyzed based

on Sn concentration. There is a considerable variation between pristine and doped

hematite that depends on the Sn concentration. The increase in the spectra of

L(ω) can be attributed to the plasmon resonance because a structure modification

occurred with substitutional doping in the hematite. However, the peaks extracted

from calculated L(ω) spectra at 2.8 eV (pristine), 0.8 eV (x=8 %), and 0.6 eV (x=12

%) expose a similar optical profile as in ε2(ω). Knowledge of the peak’s positions

of pristine and Sn–doped Fe2O3 obtained from the surface plasmon allows us to

directly correlate it to ε1(ω) In addition, the spectrum of 12 % doping of Sn differs

from other doping contents (Sn) due to more I.B’s that provide a possible red shift

in the peaks.

For further confirmation, the reflectivity R(ω) spectra are plotted in Fig. 7.7d.

The R(ω) has minimal values (showing more transmittance) within the band gaps

of the title compounds. The difference in the Sn concentration between Fe2O3

and Fe2−xSnxO3 causes the reflectivity to change producing desirable peaks on the
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reflectivity spectra. The spectra of reflectivity at zero frequency show an increase

due to Sn–contents in α–Fe2O3, and the same behavior is also noticed at higher

reflectivity profiles. The characteristic peaks of the entire compound show that these

materials exhibit high reflection. It should be remembered that both reflectivity and

energy loss function are interrelated i.e. for maximum values of energy loss function,

the R(ω) turns out to be minimal. Furthermore, the interrelationship between the

calculated L(ω) and R(ω) spectra of pristine and Sn–doped hematite are called the

mirror spectra of each other. In general, our investigation on the optical spectra

of different parameters like ε2(ω), ε1(ω), L(ω) and R(ω) confirm optical shift from

energy=2.38 eV (VIS region) to energy=0.4 eV (IR region), provides a new insight

into the photocatalysis of hematite. Finally the analysis of our calculated findings

confirmed that the photo–excitation in the infrared regime is attributed to the sub–

band gaps absorption.

Further, to investigate the photocatalytic activity based on the above mentioned

reason for α–Fe2O3 and Fe2−xSnxO3 (x=8 % and 12 %), which is attributed to

the shift in the absorption edge from visible to infrared region as visualized in

Fig. 7.8. Pristine α–Fe2O3 irradiated with energy greater than 2.17 eV evaluate

very less hydrogen due to the excitation of electron to CB and left the hole in

VB. The electronic structures of Fe2O3 and Fe2−xSnxO3 (x=8 % and 12 %) as

shown in Figs. 7.2(a–c), indicate an obvious sub-band gaps compared to that of

α–Fe2O3. The proposed photo–exciton separation model for pristine and Sn–doped

Fe2O3 is illustrated in Fig. 7.8 that leads to improve the evaluation of H2. As the

band gap in 12 % Sn contents is narrower than Fe2−xSnxO3 (x=8 % and 12 %)

as well as Fe2O3 absorbing higher energy and show superior photo–water splitting.

Under the infrared light illumination, Fe1.88Sn0.12O3 has suggested to have greater

photocurrent density due to the influence of more intermediate band as compared

Fe1.92Sn0.08O3 and Fe2O3. Finally, the I.B enhances the photocurrent density under

the illumination of light i.e. V B+hν → I.B′s and I.B′s+hν → CB and as a

result improving remarkably the photocalytic properties. It is known that Fe2O3 has

the drawback of rapid recombination rate [35]. So for this reason, the compounds

(Sn:Fe2O3) presented here have the I.B’s lead as a model systems. However, these

compounds enable us to obtain proper information about optoelectronic properties,

which is based on I.B’s, and also offering high photocurrent density.

7.4 Conclusion

The pristine and Sn–doped Hematite (Fe2−xSnxO3) have been shown to be efficient

compounds for the water splitting process. The electronic properties of Fe2−xSnxO3

were calculated by full potential linearized augmented plane wave (FP–LAPW)

method through DFT analysis. The electronic structures and density of states

(DOS) of these compounds, reveal the insulating character, were performed un-
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der the generalized gradient approximation plus Hubbard interaction (GGA+U),

and the calculated band gap (2.17 eV) of the α–Fe2O3 ∼similar to the experimental

value. The calculated findings confirmed that the concentration of Sn+4 into the

Fe2O3 (doped as substitution) leading to a decrease in the magnetic moments of Fe

atoms, due to the intra–atomic charge transfer within Sn and Fe/O atoms. The cal-

culated electronic band structures of pristine Fe2O3 (2.17 eV) and Fe2−xSnxO3 lead

to a decrease in the band gaps (0.689 eV, 0.66 eV). The band structure calculations

of Sn–doped hematite predicted partially filled intermediate band constructed from

Fe–3d/Sn–4d orbitals with the minor contribution of Sn–5s/5p orbitals, which is also

confirmed from the pDOS of the respective compound. A significant improvement

has been highlighted in the imaginary part of the dielectric function extended to in-

frared from visible region due to this I.B. A schematic diagram was also plotted that

shows an increase in the electrons excitation to conduction band under illumination

of light in which Sn:Fe2O3 exposes a significant shift in the absorption of available

light. We demonstrate theoretically that the pristine and Sn–doped hematite oper-

ating over a broad solar spectrum and our main vision of this study is to introduce

the notion of I.B’s in Fe2−xSnxO3 and extend it commercial applications.
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Chapter 8

Local vs non–local states in

FeTiO3 probed with 1s2pRIXS:

implications for photochemistry

This chapter is based on the on a manuscript by Myrtille O.J.Y. Hunault, Wilayat

Khan, Ján Minár, Thomas Kroll, Dimosthenis Sokaras, Patric Zimmermann, Mario

U. Delgado-Jaime and Frank M.F de Groot, published online in Inorganic Chem-

istry; DOI: 10.1021/acs.inorgchem.7b00938. In this chapter, we did the angular

momentum resolved density of states and X–rays absorption spectra at the Fe–K

edge based on electric dipole transitions, and analyzed all theoretical results.
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8.1 Introduction

Hematite (α–Fe2O3) has been extensively considered for the development of pho-

tocatalysts as a low cost and non-toxic material [1]. Various dopings have been

investigated to improve its low charge-carrier transport properties and to optimize

its optical absorption, among which Ti–doping appeared as a promising solution

[2]. Alternatively, efficient Fe–Ti associations have also been considered in various

oxides [3] including heterojunction assemblies of iron and titanium oxides [4], in dye

sensitized solar cells [5] and in heterobinuclear complexes [6]. In all of these, the

photo–induced metal–metal charge transfer (MMCT) is expected to be the main

mechanism that enables harvesting solar light energy with multivalent transition

metal ions in both solid state and molecular complexes [7].

The present study focuses on ilmenite (FeTiO3) as a model compound for the

metal–metal charge transfer process in Ti–doped hematite. MMCT in FeTiO3 has

been first reported from optical absorption spectroscopy [8] by analogy with the

optical absorption spectrum of blue sapphire (Fe and Ti doped Al2O3) [9]. Like

hematite, ilmenite has a corundum structure (space group R3̄) in which Ti and

Fe occupy alternating layers of octahedrons along the c axis of the hexagonal unit

cell (Fig. 8.1). As a result, the Fe and Ti neighboring octahedrons share a face.

This particular linkage is expected to play a key role in the direct cation–cation

interactions [10] and in particular to enable MMCT via the direct overlap of the

Fe and Ti z2 orbitals through the shared face. MMCT has also been observed with

edge or corner bridged polyhedrons, in solids or heterobinuclear complexes, which

questions the influence of the atomic structure and the nature of the anions in the

MMCT efficiency [6d], [7a], [11, 12].

The valence states of iron and titanium cations in these compounds are also

of great importance to determine the MMCT mechanism. While hematite is for-

mally a high–spin Fe3+ oxide, the valence states of iron and titanium in ilmenite

are suggested to be high–spin Fe2+ and Ti4+ respectively. The intermetallic charge

transfer implies the transfer of an electron from Fe to Ti: Fe2+ + Ti4+ → Fe3+

+ Ti3+. High–pressure induced Fe2+ to Fe3+ valence changes have been reported

from Mossbauer and X–ray absorption (XAS) spectroscopies [13]. Therefore, the

determination of the exact valence states of the metal cations in the ilmenite mo-

tivated several spectroscopic studies at the L2,3 edges of Ti and Fe and O K–edge.

In an early resonant inelastic X–ray scattering (RIXS) study at the Ti L2,3-edge,

Butorin et al. suggested that low energy optical excited states (ca. 4eV) were due

to Ti3+ [14]. Later, Radtke et al. confirmed using high-resolution electron energy

loss spectroscopy (EELS) at the L2,3-edges of Ti and Fe, their respective tetravalent

and divalent oxidation states [15]. A second Ti L2,3-edge RIXS study supported

by Fe-Ti double cluster calculations assigned the low energy excitations observed in

RIXS around 2.5 eV and 4 eV to MMCT [16].
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In K–edge XAS, the weak 1s core–hole interaction with the valence electrons and

the absence of orbital momentum of the s shell considerably decrease the influence of

core–hole spin–orbit coupling compared to L2,3–edges XAS [17]. Both electric dipole

(E1) and electric quadrupole (E2) transitions can contribute to the pre–edge features

at the onset of the K–edge. Their analysis enables to derive precious information

about the orbital hybridization of the absorbing cation. These pre–edge features

arise from E2 transitions to 3d excited states splitted by multielectronic interactions

and crystal field effects, and also E1 transitions to local and/or delocalized excited

states with p character, which enhance the E2 pre–edge feature intensity and/or

result in non–local features [18, 19, 20, 21]. To our knowledge, only one study of

the Ti and Fe K–edge X–ray absorption near–edge structure (XANES) in FeTiO3

was reported so far [22]. O K–edge results have revealed the overlap between the Ti

3d and O 2p orbitals [15], [22]. Despite these previous investigations, the particular

role of oxygen and the contribution of Fe to the orbitals involved in the MMCT

remains unclear and the picture of the Ti–Fe interaction is not yet fully determined.

Furthermore, although not highlighted by the authors of Ref., [22] the K pre–edge of

Fe2+ shows non–local features, occurring between the pre–edge transitions and the

main edge. Unfortunately the data is measured in total fluorescence yield (TFY),

yielding broad features, which are difficult to interpret. Kα RIXS (or 1s2pRIXS) is

a powerful technique to overcome this limitation as it enables to effectively suppress

the core–hole lifetime broadening. [23], [24] This has already been demonstrated in

the case of iron oxides and molecules, for which 1s2pRIXS has enabled to derive new

insights into the valence and spin states and orbital hybridization [20], [25], [26].

Here we present the first 1s2pRIXS study of FeTiO3. The obtained HERFD–

XANES (high energy resolution fluorescence detected X–ray absorption near edge

structure) and RIXS two dimensional maps reveal five pre–edge distinct features.

Comparison of experimental data with crystal field multiplet calculations and DFT

calculated projected–density of states (pDOS) enables to decompose the electric

dipole and quadrupole contributions and to determine the on–site and non–local

orbital hybridization of the Fe orbitals in FeTiO3. We show how the two dimensional

RIXS map is a powerful tool to discuss the nature of the pre–edge features and probe

delocalization of the Fe 3d electrons over the two metal centers.

8.2 Materials and Methods

8.2.1 Samples

The ilmenite sample was a commercial synthetic black powder. The chemical compo-

sition and crystalline structure of the sample were characterized by XRD (Fig. B.1).

The sample was finely ground and prepared as a pellet diluted in boron nitride

down to a concentration of 1wt.% of Fe for the RIXS measurements. For compari-
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figure 1

Fe

Ti

3.02953(0) Å

Figure 8.1: Crystal structure of ilmenite FeTiO3 and zoom on the face sharing Fe

and Ti octahedrons.

son we also measured hematite Fe2O3, which is isostructural to FeTiO3 but contains

formally high–spin Fe3+ instead of high–spin Fe2+.

8.2.2 RIXS measurements

The 1s2pRIXS measurements were performed at the wiggler end–station BL6–2 of

the Stanford Synchrotron Radiation Lightsource (SSRL). The storage ring was oper-

ating in top–up mode with a electron current of 500 mA. The energy of the incident

X–ray beam was selected using a liquid–nitrogen–cooled double-crystal monochro-

mator Si(311) with an energy bandwidth of 0.2 eV at 7.1 keV. The incident energy

was calibrated using a Fe foil and setting the energy position of the first inflection

point of the K–edge to 7112.0 eV. The beamsize on the sample was 138 µm × 395

µm. Total fluorescence yield (TFY) absorption spectra were recorded using a Si

photodiode. The emitted X–ray photons were collected and analyzed using a five–

crystal spectrometer. We used the (440) reflection of spherically bent (R = 1 m)

Ge crystal analyzers. The sample was oriented 450 to the incident X–ray beam.

The scattering angle was 900 and the analyzed x–rays were collected using a Silicon

Drift Detector in Rowland geometry [27]. The energy of the emitted X–rays was

calibrated through a series of elastic peaks in the Fe Kα energy range (6300–6450

eV). The combined instrumental energy bandwidth was 0.66 eV full–width half-

maximum (FWHM). Measurements were performed at room temperature with a

helium chamber to minimize the absorption of the scattered X–rays.
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8.3 Calculations

8.3.1 Density functional theory calculations

First-principles calculations of XANES and density of states (DOS) were performed

using WIEN2k package based on linearized augmented plane-wave method within

density functional theory [28]. We used the generalized gradient approximation

(GGA) for the exchange correlation functional with the parametrisation of Perdew

et al., [29] The electronic correlation of Fe 3d are treated by Hubbard interaction.

No Hubbard interaction was used for the empty 3d bands of Ti. An energy cutoff of

7.0 eV was used for plane wave basis set. The unit cell parameters were set to the

experimental values: a=5.0875 Å, c=14.0827 Å. [30] The magnetic order was set to

the antiferromagnetic configuration, in which the Fe2+ spins are ferromagnetically

aligned within a layer but antiferromagnetically coupled between layers in agreement

with experimental evidences [31]. We included a core hole effect on one Fe atom

and use the final state rule to calculate the K–edge XANES spectrum. A 1×1×2

hexagonal supercell of 60 atoms was used to minimize the interaction between the

core holes. The Fe K–edge absorption cross section was calculated in the electric

dipole (E1) approximation. Finally, in order to interpret the pre–edge features,

the projected–DOS are calculated on the supercell containing the core hole, with a

7×15×4 Monkhorst–Pack k-points grid and a Gaussian broadening of 0.50 eV. The

input files are given in the Supporting Information.

8.4 Crystal field multiplet calculations

The multielectronic interactions arising in the local excitations of the RIXS map of

Fe2+ were calculated using the framework of crystal field multiplet theory (CFM),

which is a multielectronic, semi–empirical approach initially developed by Thole

et al. in the framework established by Cowan and Butler [32]. In this approach

one considers an isolated Fe2+ ion embedded in a crystal field potential. It takes

into account all the 3d–3d and 1s–3d electronic Coulomb interactions, as well as

the spin–orbit coupling ζ on every open shell of the absorbing atom. Each of these

many–body states is described by a linear combination of Slater determinants. More

details on the method can be found in other references [17]. Calculations were

performed using the quantum many–body script language QUANTY [33], based

on second quantization and Lanczos recursion method to calculate Green functions

[34], thus avoiding the explicit calculation of the intermediate and final states. The

RIXS cross–section was calculated using the Kramers–Heisenberg equation [35]. In

a first step, only the electric quadrupole contribution to the absorption process of

the RIXS was considered. To account or the Fe point group in FeTiO3 we describe

the crystal field in C3v symmetry. Because the trigonal distortion is small compared
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to the energy resolution of RIXS, we use only the main crystal field parameter

10Dq set to 0.75 eV [15]. In first approximation, the multielectronic states will be

described using the Oh point group irreps. The effect of bond covalency on the

multielectronic interactions was described in the spherical approximation [36] by

reducing homogeneously the Slater integrals by 64% of their Hartree–Fock value

(corresponding to 80% of the atomic values). Spin–orbit coupling was kept to its

Hartree–Fock calculated value.

The splitting of the lowest 5T2g (Oh) crystal–field term (ground state of the ini-

tial state of the RIXS) due to spin–orbit coupling was accounted using a Boltzmann

weighting factor for each spectral contribution of the 15 micro–states. Calcula-

tions were performed for T = 300 K. We note that at this temperature, the first

three states represent c.a. 60% of the total contribution to the spectra. The nat-

ural core–hole lifetime and experimental broadenings are described respectively by

a Lorentzian function and a Gaussian function (see details in the Supporting Infor-

mation). We investigated the contribution of the electric dipole transitions to the

pre–edge features of the RIXS process by considering on–site p–d mixing allowed in

the approximated C3v point group symmetry (as well as the real C3 point group).

This is achieved by following the method described by Vercamer et al. and consid-

ering a hybridization Hamiltonian that depends on three mixing parameters in C3v

point group [18]. All the parameters used for these calculations (Tab. B.1) and the

input file for QUANTY are given in the the Supporting Information.

8.5 Results and discussions

8.5.1 Experimental 1s2pRIXS results

The Fe K–edge HERFD-XANES spectrum measured using the maximum energy of

the Kα1 emission line (setting the RIXS spectrometer at 6404.7 eV) is compared to

the TFY spectrum of FeTiO3 in Fig. 8.2a. The sharpening effect of the analyzer

crystals becomes apparent mainly in the pre–edge region where several pre–edge

features are more distinct in the HERFD–XANES spectrum than in the TFY spec-

trum. This is due to the effective reduction of the core–hole lifetime broadening

obtained in RIXS [23], [24], [37]. The full RIXS map focuses on the pre–edge region

(Fig. 8.2b) and shows the intensity of the emitted X–rays plotted in energy transfer

as a function of the incident energy. We observe both Kα1 and Kα2 emission lines

corresponding to the decay channels 2p3/2 → 1s and 2p1/2 → 1s respectively. The

HERFD–XANES spectrum in Fig. 8.2a corresponds to a cut in the RIXS map along

the diagonal red line plotted in Fig. 8.2b, which corresponds to the constant emitted

energy 6404.7 eV from the non–resonant Kα1 emission.

The RIXS map of ilmenite shows in total five features in the Kα1 emission

direction, labeled from (A) to (E) (Fig. 8.2b). Features (A), (B) and (C) in FeTiO3
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Figure 8.2: a) Fe K–edge XANES spectra of FeTiO3 in TFY detection compared

with Kα1–HERFD detection (red line), inset: full energy range spectra; b) 1s2pRIXS

map of FeTiO3 showing the five features labeled from A to E; c) TFY and HERFD

spectra of Fe2O3; d) 1s2pRIXS map of Fe2O3. The diagonal lines serve as guides for

the eye to show the constant emitted energies for non-resonant Kα1 emission (RIXS

map color scale is the intensity normalized to the edge jump of the Kα1–HERFD

spectrum).
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are spread both incident and emission energy–wise similarly to previously reported

RIXS maps of 6–fold coordinated high–spin Fe2+ in siderite [38] and fayalite [23].

They can be assigned to the absorption transitions from the core–shell 1s to the 3d

states of the absorbing Fe atom, followed by the resonant emission transitions to

the final states with a 2p core–hole. The energy transfer positions of these three

peaks are out–off the diagonal corresponding to the non–resonant Kα1 emission (red

line on Fig. 8.2b). These peaks are assigned to the multielectronic final states and

reflect the resonant emission process, which supports that the probed 3d states are

localized on the absorbing Fe atom. Features (A), (B) and (C) are well separated

from the edge rise due to the attraction by the 1s core–hole of the electron excited

into the 3d orbitals [23], [38, 39, 40].

Figs. 8.2(c–d) show the HERFD–XANES and the RIXS map of Fe3+ of the

isostructural hematite Fe2O3, and are consistent with previous results [20],[26], [41].

The comparison with ilmenite shows that the main peak of the 3d resonances in the

pre–edge of Fe3+ is observed at 7115 eV incident energy and 709 eV final state energy,

which falls precisely between features (C) and (D) of the RIXS map of FeTiO3. This

supports the previous conclusions that the oxidation state of Fe cations in ilmenite

is Fe2+ [14].

Approximately 4.5 eV above peak (A), the HERFD–XANES spectrum and the

1s2pRIXS map show two distinct features (D) and (E) at the onset of the K–edge and

separated by 2.5 eV. This confirms the presence of additional pre–edge features as

suggested by previous K–edge TFY measurements [22] and highlights the advantage

of HERFD–XANES and RIXS to identify peaks in the pre–edge otherwise buried

in the rise of the Fe K–edge. Similar features have been observed in addition to

the 1s → 3d pre–edge excitations for other transition metal oxides. In the case

of Fe3+ in hematite, the non–local features observed between 7116.5 and 7119 eV

are assigned to electric dipole excitations into the delocalized 3d orbitals of the

neighboring Fe, which contain some p character from the hybridization with the O

2p orbitals [20]. Non–local excitations have been reported for other transition metal

cations in oxides such as Cr3+ in spinels [42], Ti4+ in rutile [21], [43], Ni2+ in NiO

[44], Co3+ in LiCoO3 [45]. Non–local features have also been observed in the Al

K pre–edge in Fe:doped goethite and assigned to the Al3+ p states mixed with 3d

states of the neighboring Fe3+ [46]. In these cases, the centrosymmetric point group

(D2h for Ti in rutile [21], D3d for Co in LiCoO3 [45] and Cr in spinel [42]) was used

as an argument to rule out significant hybridization between the local 3d and the

4p orbitals of the absorbing atom. As a consequence, these additional features were

assigned to electric dipole transitions to the 4p states of the absorbing atom mixed

with the 3d states of the neighboring atom. Thus the non–local label means that

the coreexcited electron reaches delocalized states. More recently, HERFD–XANES

results revealed non–local peaks in Fe–Mo and Fe–V cluster [12].

So far reported (HERFD–)XANES of high–spin Fe2+ in oxides, such as siderite or
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Figure 8.3: a) Experimental 1s2pRIXS plane of FeTiO3 zoomed on features (A),

(B) and (C); b) Calculated 1s2pRIXS plane of the local Fe2+ 1s→ 3d RIXS E2+E1

transitions.

staurolite, did not show non–local features and ruled out the presence of delocalized

Fe 4p bands and strong orbital hybridization with neighboring atoms [38], [39].

The present observation suggests that the corundum structure and the presence of

neighboring Ti4+ ions may play a role. In particular, we can already note that the

2.5 eV energy splitting between features (D) and (E) matches the t2g–eg ligand field

splitting reported for 6–fold coordinated Ti4+ in oxides such as rutile [21], [43]. Here,

by analogy with Fe2O3 and other previously reported cases, the observed peaks (D)

and (E) may arise from electric dipole transitions to the delocalized Ti 3d orbitals,

with some p character from hybribridization with O 2p and/or Fe 4p orbitals. To

derive further information on the nature of the states involved in the five observed

RIXS features, and confirm their assignment, we performed crystal field multiplet

(CFM) and first–principle DFT calculations. They enabled to derive information

about the orbital hybridization in ilmenite.

8.5.2 Crystal field multiplet analysis of the pre–edge fea-

tures (A), (B) and (C)

The semi–empirical CFM model was used to account for multi–electronic interac-

tions in the calculation of the multiplet features (A), (B) and (C) arising in the

1s2pRIXS spectra of high–spin Fe2+ (Fig. 8.3). We first describe the assignment

of the multiplet features according to their energy and then we discuss the result

of including the electric dipole (E1) contribution in the absorption process of the

RIXS.

As shown in Fig. B.3, the energy positions of the calculated multiplet features
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match with the experimental ones (A), (B) and (C). The calculated energy positions

in the incident energy direction depend mainly (see Supporting Information, Fig.

B.2) on the Slater integrals describing the multieletronic interactions in the 3d shell

of the 1s13d7 electronic configuration of the RIXS intermediate state. The best

match was obtained for a reduction of the Slater integrals to 64% of the values

calculated by a Hartree–Fock method. This is 80% of the free ion values (80% of

the Hartree–Fock calculated values) previously used for L2,3 edge calculation of Fe2+

in FeTiO3 [15]. This reduction is interpreted as the nephelauxetic effect, due to the

Fe–O chemical bonding, and agrees with other CFM calculations of K–edge XANES

for Fe2+ in oxides [18], [19]. The incident energy positions of peaks (A), (B) and (C)

do not vary significantly according to the incident energy resolution within 20% of

the crystal field parameter 10Dq set to 0.75 eV (see Fig. B.2) [15]. As the energy

positions of the peaks is well described within the experimental energy resolution

by the crystal field parameter and Slater integrals reduction alone, we chose not

to include the ligand field in order to minimize the number of parameters in the

calculation.

The three observed features (A), (B) and (C) are assigned in Fig. 8.4 to the

absorption from the ground state 5T2g of the initial electronic configuration 1s23d6

to the multiplet states 5T1g,
5T2g (from the 5F atomic term), and 5T1g (5P) of

the intermediate electronic configuration 1s13d7 (labels given in Oh point group for

simplicity). In the HERFD–XANES spectrum, only the tail of the first 5T1g (5F)

intermediate state is visible as a shoulder on the lower energy side. The 5A2g (5F)

crystal field term from the intermediate 1s13d7 configuration cannot be reached by

electric quadrupole absorption from the 5T2g RIXS initial state because of the orbital

momentum selection rules. Furthermore the spin-triplet states of 1s13d7 electronic

configuration cannot be reached within strict spin-selection rule ∆S = 0. [47]

The experimental and calculated HERFD–XANES cuts through the RIXS maps

(Fig. 8.4) enable to further compare the intensity of the features absorption-wise.

The higher intensity of features (B) and (C) in the experimental HERFD–XANES

spectrum compared to the calculated incident E2 contribution may arise from the

tail of the non–local peak (D), which is partly supported by comparing with the

tail–substracted spectrum (see Fig. B.3 for further details on the fitting). It may

also arise from an incident E1 absorption contribution to the RIXS signal. In a

recent work, Vercamer et al. have estimated the influence of the site geometry

and distortion on the relative contributions of electric quadrupole (E2) and electric

dipole (E1) transitions to the absorption pre–edge of Fe2+ [18]. In the case of 6–fold

coordinated sites, which only differ from a regular octahedron by small distortions,

the E1 contribution to the pre–edge is weak but may affect the shape of the pre–

edge. In ilmenite, the slightly higher intensity of peaks (B) and (C) may therefore

also arise from local p–d mixing allowed by the trigonal distortion of the 6–fold

coordinated Fe2+ site and the absence of inversion center in the point group (C3).
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The p–d hybridization Hamiltonian accounts for hybridization of d and p orbitals

of same symmetry (a1 and e in C3v approximated point group) via vibronic couplings

within a given point group. In corundum, the A1 vibration mode corresponds to the

vibration along the c axis of the hexagonal unit cell. In order to estimate the dipole

contribution to the local pre–edge, we have performed RIXS calculations including

the local p–d hybridization with a1 symmetry. For a mixing parameter Va1
pd = 0.1 eV,

the fraction of 4p electrons mixed with the 3d is ca. 1%. The individual HERFD–

XANES cuts (Fig. 8.4) and RIXS maps (Fig. B.4) of the incident E1 and E2

absorption contributions show that features (B) and (C) gain intensity from the E1

contribution. Overall, we estimate that the electric dipole absorption contribution

to the pre–edge features (A), (B) and (C) represents 31% of the total pre–edge area

integrated between 7110 and 7115 eV.

Fig. 8.5 compares the experimental and calculated RIXS constant incident energy

(CIE) cuts at (A), (B) and (C). The calculated CIE cuts account for both incident

E1 and E2 contributions and the detail of each is given in Fig. 8.5. Here again,

we temporally use the approximated Oh point group and ignore the incident E1

contribution to describe the spectral features. The essential difference between the

CIE cuts at (A) and (B) relates to the involved intermediate state 5T1g and 5T2g

respectively. The CIE cut at (B) is close to the 2pXAS spectrum because the

intermediate state in the RIXS has the same symmetry (5T2g) as the initial state

of the 2pXAS. In both 1s2pRIXS and 2pXAS cases, the electric dipole transition

(emission for RIXS and absorption for XAS) brings the 5T2g intermediate state

(initial state for 2pXAS) to the same final states from 2p53d7. The decay of the

intermediate state 5T1g (feature A) reaches final states of different symmetries, which

explains the different spectral shape. Because the intermediate states of the RIXS

features (A) and (C) are identical (5T1g), the electric dipole emission will lead to

exactly the same final states. However, different matrix elements result in different

spectral shapes. The shift of the CIE cut at (C) in final state energy, corresponds

to the incident energy difference that is maintained in the decay process [26]. The

small feature at 706.5 eV energy transfer in the CIE cut at (C) arises from the RIXS

interference with the intermediate state of feature (A).

Altogether the CFM calculations support that the features (A), (B) and (C)

arise from localized Fe∗ 3d states.

8.5.3 First–principle computed band–structure analysis of

the non–local features (D) and (E)

According to the parity selection rule, electric dipole K–edge absorption is restrained

to 1s → 4p transitions. To determine the origin of the E1 contribution to the pre–

edge features (D) and (E) and to deduce the origin of the p character of the probed

orbitals, we performed the DFT calculations of the density of states (DOS) of FeTiO3
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including the 1s core–hole on the absorbing Fe atom (herein after noted Fe∗) and

computed the electric dipole absorption cross–section (Fig. 8.6). As will be discussed

below the 1s core–hole mainly influences the Fe∗ 3d electrons, therefore in Fig. 8.6,

the projected DOS (pDOS) of Fe∗ 4p, Fe 3d, Ti 3d and 4p and O 2p show little

change with the core–hole compared to the ground state system. The exact results

of the calculations without core–hole are given in Supporting Information (Fig. B.1).

The electronic structure of the ground state system (no core–hole) obtained

with GGA–DFT and a Hubbard electronic correlation correction (U = 5 eV) is an

insulator with a band gap of ca. 2 eV (Fig. 8.6 and Fig. B.1). The calculated

pDOS shows that the upper part of the valence band is composed of Fe 3d majority

spin (α spin) states and the occupied Fe 3d minority spin (β spin) state mixed

with the occupied O 2p states. These pDOS agree with the previously calculated

ones [22],[48]. The occupation of the 3d bands of Fe agrees with a high–spin Fe2+:

all α spin 3d bands are full, therefore the spin state is high–spin (for low–spin

electronic configuration one would expect some empty α spin pDOS); the β spin

3d bands are partially filled, therefore iron is in the divalent oxidation state (for

high–spin Fe3+ one would expect no electron in the β spin bands). This agrees with

the interpretation of the features (A), (B) and (C) of the experimental 1s2pRIXS

results.

Above the Fermi level, the bottom of the conduction band is split into two groups

of bands centered around 3 and 5 eV. They correspond mainly to Fe 3d β spin, and

Ti 3d bands. The Fe and Ti 4p and O 2p pDOS also contribute. The relative energy

position of the Fe and Ti 3d empty pDOS depends on the Hubbard U correction

used for Fe atoms, while the relative energy position of the other pDOS are not
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affected (Fig. B.1). The Ti 3d pDOS is separated into two main groups by ca. 2

eV, in agreement with the order of magnitude of the crystal field splitting of the 3d

orbitals of Ti4+ in 6-fold coordinated site.

Furthermore, in both the valence and conduction bands, the Fe and Ti 4p pDOS

are mixed with the Fe and Ti 3d pDOS respectively. This mixing may arise from the

noncentrosymmetric point group of the metal ion sites [18], [19], [47],[49],[50]. It is

noteworthy that the pDOS calculations reveal that the empty Fe∗ 3d states are also

mixed with p states from Fe∗ and O. This supports the existence of an additional

small E1 contribution to the features (A), (B) and (C) in the 1s2pRIXS. The Fe∗

4p empty pDOS is 100 times smaller than the Fe∗ 3d empty pDOS at the same

energies, in agreement with the fraction of p–character derived from the p–d mixing

Hamiltonian used in the CFM calculations. The contribution from the pDOS from

Fe 4p, Ti 4p and O 2p in the two main energy ranges of the Ti 3d pDOS supports

the hybridization between the delocalized Ti 3d orbitals with the neighboring O and

Fe p orbitals.

When including the 1s core–hole (Fig. 8.6), we observe that the Fe∗ 3d empty

pDOS is the most affected and shifts down to lower energies. The pDOS of the

neighboring Fe and Ti cations are almost unchanged, and the Fe∗ 4p and O 2p pDOS

are only slightly influenced. The comparison between the relative energy positions

of the occupied 3d pDOS of the Fe∗ and Fe reveals the energy shift of 2 eV induced

by the 1s core–hole. The shift is similar to previously reported experimental trends

of ca. 2.5 eV for Ti in rutile [21], Cr spinels 42 and Fe in hematite [20]. Although

the electric quadrupole (E2) absorption to the Fe∗ 3d states was not calculated, the

energy position of these states can be read from the pDOS. This energy is higher than

the energy position of the E2 features (A), (B) and (C). This is a well understood

limitation of the DFT GGA calculations, which overestimates the screening of the

1s core–hole. The capacity of alternative methods to better reproduce the 1s core–

hole effect as been discussed in details elsewhere and goes beyond the scope of the

present paper [21]. Assuming a similar energy shift induced by the 1s core–hole

on the Fe∗ 3d states of ilmenite, the empty 3d states of the non-excited Fe should

lie approximately 2.5 eV above the pre–edge features (A), (B) and (C), just before

the non–local features. This is lower than the calculated position of the Fe 3d

states and suggests that the energy of the Fe 3d empty pDOS is too high with

GGA+U. However, the decrease of the Hubbard U would decrease the gap energy

in disagreement with the reported experimental gap of 2.75 eV. This shows that the

electronic correlations are not fully accounted by the GGA+U method.

As indicated by the two vertical black dotted lines on Fig. 8.6, the calculated

electric dipole (E1) XAS spectrum presents two features separated by ca. 2 eV.

These two features before the main edge absorption agree with the experimental

data. According to the pDOS, the central energy positions of these features match

the two main empty pDOS of Ti 3d. The p character of the excited states probed
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Figure 8.6: Calculated electric dipole absorption cross-section (red plain line) at

the Fe K–edge (top panel) compared with the projected DOS (lower panels) on Fe,

Ti and O (plain lines: β spin, dotted lines: α spin). The experimental HERFD–

XANES is added for comparison (black dashed line, upper panel). Fe∗ denotes the

Fe atom including the 1s core–hole
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by the E1 absorption results from the contributions of Fe∗ 4p, Ti 4p and O 2p. The

electric quadrupole (E2) transitions to the neighboring Fe 3d states are expected

to be negligible by analogy with other transition metal oxides [21], [42] , [44], [45].

These results confirm that the experimentally observed features (D) and (E) cor-

respond to the E1 transitions to excited states of p character, which results from

the hybridization between the neighboring Ti 3d delocalized orbitals and the Fe∗ 4p

orbitals presumably via the O 2p orbitals.

8.5.4 Implications for photocatalysis

At the onset of the K–edge, the HERFD–XANES is a probe of the hybridization of

the Fe∗ 3d and 4p orbitals via electric quadrupole and dipole absorption respectively.

Our experimental and theoretical results show that Fe∗ 3d and 4p states are mixed

(features (A), (B) and (C)) and that Fe∗ 4p are mixed with delocalized Ti 3d states.

Thus, the features (D) and (E), are indirect probes of respectively the Ti 3d t2g

orbitals (oriented in between the Ti–O bonds) and eg orbitals (oriented along the

Ti–O bonds) orbitals. In the present case, the trigonal distortion of the cation site

induces the splitting of the eg and t2g orbitals into a1 (z2) and e (combination of

xy, xz, xy and x2–y2). Note that here, the z Cartesian axis is along one of the

C3 symmetry axis of the octahedron [51]. The projected DOS on the 3d orbitals

of Fe (Fig. B.2) shows that the occupied β spin orbital is mainly the a1 orbital

(z2). The projected DOS on the d orbitals of Ti is in agreement with previous

calculations (Fig. B.2) [22]. This leads to the a1 orbital (z2 orbital) pointing through

the FeTi shared face as the occupied β spin orbital, in agreement with the measured

polarization dependence of the MMCT optical (E1) absorption reported for (Fe–

Ti):Al2O3 (blue sapphire) (Ref. 9.c). Altogether, our results of the orbital projection

of the 3d bands of the cations agree with the early molecular orbital calculation of

Sherman11 based on a (FeTiO10)
14− edge-sharing cluster.

The two optical transitions to MMCT states are observed at 2.5 eV (500 nm)

and 4.5 eV (275 nm) in optical spectroscopy [8] and Ti 2p3dRIXS [16]. In our DFT

calculations, we find that the first Ti t2g orbitals lie ca. 3 eV above the occupied

β spin Fe 3d (t2g) orbital and the Ti eg orbitals lie ca. 5 eV above. Although

these absolute energies are slightly higher than the energies of the excited MMCT

states observed from experiment, their relative splitting in DFT and experimental

1s2pRIXS is in agreement with the splitting obtained in optical absorption spec-

troscopy. The Fe 4p/Ti 3d orbital hybridization demonstrated from our calculations

supports that the electric dipole optical transitions to the MMCT states result from

the Fe 4p character of these states. Previous O K–edge XAS results [22] have also

confirmed the strong hybridization between O 2p and Ti 3d orbitals. Together with

our DFT results, this strongly supports that the Fe 4p/Ti 3d orbital hybridization is

mediated via the O 2p orbitals. Since no such hybridization has been reported so far
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for divalent iron oxides, it highlights the particular role of Ti in the orbital overlap

between Fe and Ti, despite the localized Fe2+ 3d states. This hybridization is favor-

able for the electron mobility in ilmenite and supports its observed photocatalytical

activity.

HERFD–XANES appears to be a powerful tool to probe the Fe–Ti orbital hy-

bridization involved in MMCT and the possibility to determine the mixing of the

neighboring Ti states in the pre–edge of Fe K–edge will enable a better under-

standing of the role of Ti in the electronic structure of Ti–doped hematite. In

particular, the micro–structure of hematite thin films has been used to enhance the

charge carrier lifetime [1.a], [1.e], [1.d]. The influence of the preparation method

and the crystallinity on the Fe–Ti orbital hybridization can thus be probed with the

present approach, which benefits from the high penetration depth of hard X–rays

and element selectivity combined with the high energy resolution provided by the

HERFD–XANES.

In the case of mononuclear complexes, non–local peaks have been assigned to

E1 transitions to anti–bonding π∗ orbitals of the ligands (metal–to–ligand charge

transfer states). Examples were reported for manganese complexes[52] and ferrous

low spin model complex for cytochrome c [26], [53]. For binuclear complexes, such

as for the Fe–Ti complexes reported by Turlington et al., [6.d], the present results

suggest that the investigation of non–local peaks via 1s2pRIXS should provide key

insights into the orbital overlap between the two metal centers, the influence of

the geometry of the linkage between the two metal sites and the influence of the

nature of the bridging ligands. Recently, Rees et al. have used a similar approach

to compare the iron-heterometal bonds in nitrogenase enzymes (Fe–Mo and Fe–V)

and assigned non-local peaks in the HERFD–XANES at Fe K–edge to MMCT peak

[12].

Finally, these results open new perspectives for pump–probed experiments to

investigate MMCT, with a specific focus on these non–local states at the Fe K–

edge. Continuous laser excitation would enable to localize the optically excited

photo–electron in steady state measurements as previously demonstrated for Au–

TiO2 [54]. Time–resolved experiments as available at synchrotrons (picosecond time

scale) or X–ray free electron lasers (femtosecond time scale)[55] would enable to

determine the excitation and decay lifetimes of the metal–to–metal charge transfer

excited states.

8.6 Conclusion

We reports the first 1s2pRIXS results at the Fe K–edge of ilmenite, a model com-

pound for MMCT, and the analysis of five pre–edge spectral features. The three first

well distinct RIXS features are assigned mainly to electric quadrupole transitions

to the localized Fe∗ 3d states, shifted to lower energy by the 1s core–hole. CFM
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calculations of these features confirm the dominating presence of Fe2+. The small

contribution of electric dipole absorption due to local p–d mixing allowed by the

trigonal distortion of the cation site is supported by DFT and CFM calculations.

Two other non–local features are assigned to electric dipole transitions to excited

Fe∗ 4p states mixed with the neighboring Ti 3d states. The comparison with calcula-

tions enables to demonstrate that MMCT in ilmenite is favored by the hybridization

between the Fe 4p and Ti 3d orbitals via the O 2p orbitals. This work demonstrates

the importance of the pre–edge energy region of transition metal K–edge where E1

and E2 transitions have equivalent intensities to probe the orbital hybridization be-

tween Fe and Ti in materials for photochemistry. It would be appealing in the next

steps to use 1s2pRIXS to study the effect of Ti–doping in hematite in real photocat-

alyst systems. Furthermore the better understanding of the Fe K–edge provides the

basis for future time–resolved spectroscopic investigations of the lifetime of MMCT

excited states.
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Kaouk, S. Shen, L. Guo, S. Mathur, Nanoscale 7, 10094, (2015).

[5] (a) E. Vrachnou, N. Vlachopoulos, M. Grätzel, J. Chem. Soc., Chem. Commun.

868, (1987); (b) H. N. Ghosh, J. B. Asbury, Y. Weng, T. Lian, J. Phys. Chem.

B 102, 10208, (1998); (c) M. Khoudiakov, A. R. Parise, B. S. Brunschwig, J.

Am. Chem. Soc. 125, 4637, (2003); (d) K. Szacilowski, W. Macyk, M. Hebda, G.

Stochel, ChemPhysChem 7, 2384, (2006).

[6] (a) J. C. Curtis, T. J. Meyer, Inorg. Chem. 21, 1562, (1982); (b) C.-H. Yang,

J. A. Ladd, V. L. J. Goedken, Coord. Chem. 19, 235, (1988); (c) A. Okamoto,

R. Nakamura, H. Osawa, K. Hashimoto, Langmuir 24, 7011, (2008); (d) M. D.

Turlington, J. A. Pienkos, E. S. Carlton, K. N. Wroblewski, A. R. Myers, C. O.

Trindle, Z. Altun, J. J. Rack, P. S. Wagenknecht, Inorg. Chem. 55, 2200, ( 2016).

[7] (a) G. Blasse, Complex Chemistry; Springer, 153, (1991); (b) D. M. DÁlessandro,
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Chapter 9

Summary and Conclusions

The water splitting process gained a wide attention to convert solar light to chem-

ical energy. It uses semiconducting materials to produce electron–hole pair under

illumination, which then takes part in the evaluation of hydrogen and oxygen. To

achieve high efficiency, semiconductors need to have some important characteristics

like high absorption, stability in aqueous solution, high charge transport etc. Fol-

lowing these criteria, it is very difficult to find suitable semiconductors for water

splitting. At the beginning of thesis, we overviewed on the research of several ideal

semiconductors. We specifically restrict ourselves to transition metal oxides, which

are of low cost and offer stability in aqueous solutions. We began with nanostruc-

ture metal oxide semiconductors like Nb3O7(OH)/Nb2O5 which have pronounced

properties of hydrogen production and as electrode materials. Untill now there is

several studies devoted to the structural properties understanding of these com-

pounds via experimental tools. That is why we attempted a theoretical study to

provide a more deeper insight into some specific features of these materials, which

were missing in the experimental study. We modeled Nb3O7(OH) and suggested

proper position for H atom in the lattice site of the crystal, could not be possible

from X–rays diffraction. To understand this, we performed theoretical calculations

for Nb3O7(OH) and Nb2O5 using the linearized augmented plane wave method as

employed in the WIEN2k code. By the introduction of H atom, we discovered the

nature of the system (reference system Nb3O8) to semiconductor Nb3O7(OH). To an-

alyze the performance of Nb3O7(OH)/Nb2O5 as photoelectrodes materials, the band

gap and energetic position of the bands found from the band structures. The calcu-

lated EELS of Nb3O7(OH) is similar to experimental data, suggesting the validity of

our model. Investigation of optical properties in both systems showed identical opti-

cal band gap as well as identical optical absorption caused by the optical transition

from oxygen p states to niobium d states. However, the mobility of charge carriers

in Nb3O7(OH) is three times greater than Nb2O5 in the p–type region. Based on

these analyses, we found that Nb3O7(OH) represents an improvement over Nb2O5.

To enhance the photocatalytic activity, we modeled Nb3O7(OH) by doping Ti
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with different concentrations. Titanium replaced the niobium atom in the octa-

hedral site confirmed from the formation energy calculations. Ti also affected the

internal parameters (bond distances) along different axes in the doped Nb3O7(OH).

Ti imparted smearing of bands over the Fermi level in the electronic band structure.

Due to the difference in states around the Fermi level, long wavelengths part of the

solar spectrum (due to interband transition) is more pronounced in highly doped

systems. Even, the optical spectral profile showed higher photoabsortion in highly

doped system as compared to other systems. The local surrounding of Ti atoms in

the crystal structures was confirmed from element–specific energy loss edge calcula-

tions.

A second photocatalytic material is hematite, which is doped by Sn atom to im-

prove the photocatalysis. Optoelectrnic properties of pure and doped α–Fe2O3 are

calculated using the generalized gradient approximation plus onsite–Hubbard poten-

tial. In this study, we have introduced the concept of intermediate bands in hematite

by Sn doping for the first time. Importantly, we have found this intermediate bands

can utilize solar light at a low energy regime which is important for application

of solar light conversion. We discussed that these intermediate bands reduced the

electron–hole recombination rate a main drawback of hematite. These results afford

a theoretical background for designing highly efficient Fe2O3 based photocatalytic

materials. Last but not the least, we studied ilmenite (FeTiO3) a model compound

for metal–metal charge transfer. We calculated 1s2pRIXS results at the Fe K–edge

and five pre–edge spectral features for the first time. From the analysis of RIXS,

it is confirmed that its non–local features were attributed to electric dipole tran-

sitions. This electric dipole absorption caused by the local p–d mixing calculated

From DFT and crystal field calculations. Theoretical calculations confirmed that

the mixing between 4p/3d orbitals of Fe/Ti atoms via the O 2p orbitals contributed

to metal–metal charge transfer.

Studies on these systems open new perspective for the band gap engineering

of Nb3O7(OH)/Nb2O5 to extend the optical absorption towards the visible region.

Doping of different classes of materials like transition metals, and some non-metals

would enable the optical transitions within the visible light regime. Even, the doping

materials could introduce high energetic position of CB and VB. Similarly, we could

see some model scientific perspective in hematite (α–Fe2O3) doping by different

materials at bulk and at surface structures to enhance the capability of high optical

absorption.



Appendix A

Tuning the electronic structure of

Nb3O7(OH) by titanium doping

for enhanced light-induced water

splitting

This chapter is based on the supplementary information of a manuscript by Wilayat

Khan, Sophia. B. Betzler, Christina Scheu, Ondrej Ŝipr and Ján Minár, which is to

be submitted. In this chapter, we did orbitals resolved density of states of Nb, Ti,

O and H atoms.

A.1 Detailed orbital resolved DOS of Nb–s/p/d

orbitals Ti–s/p/d orbitals, O–s/p orbitals and

H-s orbitals
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Figure A.1: Calculated orbital resolved DOS of (a, b) Nb3O7(OH) and (c-f)

Ti:Nb3O7(OH). In all cases, the VBM are dominated by O–2p orbitals and CBM are

dominated by Nb–4d orbitals. But due to the addition of Ti atom, the O–2p/Ti–px

orbitals smears over the Fermi level and Nb–4d orbitals coupled with Ti–3d orbitals.



Appendix B

Local vs non–local states in

FeTiO3 probed with 1s2pRIXS:

implications for photochemistry

This chapter is based on the supplementary information on a manuscript by Myr-

tille O.J.Y. Hunault, Wilayat Khan, Ján Minár, Thomas Kroll, Dimosthenis Sokaras,

Patric Zimmermann, Mario U. Delgado-Jaime and Frank M.F de Groot, published

online DOI: 10.1021/acs.inorgchem.7b00938.In this chapter, we did the angular mo-

mentum resolved density of states calculations, and analyzed all theoretical results.

B.1 DFT calculation results

B.1.1 Effect of the Hubbard U

B.1.2 Detailed 3d orbitals pDOS
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Figure B.1: Projected DOS of Fe, Ti and O atoms for various values of Hubbard U:

a) 0 eV, b) 5 eV, c) 7 eV.
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B. M-L23 edges

In this section, the experimental L23 edges of the M2+ ions
are presented successively and compared to theoretical
ligand-field multiplet calculations in Figs. 3–6. As in the case
of the Ti-L23 edge, the crystal field has been approximated
using the perfect cubic symmetry !Oh point group" since all
the fine structures observed within our experimental resolu-
tion are well reproduced and the agreement between experi-
mental and theoretical spectra is not susbtantially improved
by the introduction of a trigonal distortion !D3d". The free
ion values for the Slater integrals describing p-d and d-d
Coulomb and exchange interactions have been used. A
Gaussian broadening of 0.2 eV was applied to correct the
spectra for the instrumental resolution. Additional Lorentzian
broadenings of 0.1–0.2 eV for L3 and 0.3–0.4 eV for L2
edges were applied to account for the finite lifetime of the
final state,30 this difference being essentially due to the addi-
tional Coster-Kronig decay channel for the L2 edge.28

The first spectrum of this series is the Mn-L23 edge re-
corded in MnTiO3 !Fig. 3". The experimental spectrum is in
excellent agreement with theoretical spectrum calculated for
Mn2+ with a relatively low value of the crystal field param-
eter !10 Dq=0.75 eV". In a weak field of octahedral symme-
try, the 6S atomic ground state of Mn2+ does not split and is

only projected into the 6A1 cubic symmetry, corresponding to
the high-spin configuration. Because its ground state corre-
sponds to the fully symmetric irreducible representation, the
spectral shape of high-spin Mn2+ is not sensitive to symme-
try distortions and 3d spin-orbit coupling.31,23

The Fe-L23 edge recorded in FeTiO3 is compared with
theoretical spectra calculated for Fe2+ in octahedral field
!10 Dq=0.75 eV" in Fig. 4. Here again, the best agreement
is achieved for the high-spin ground state of 5T2 symmetry.
The T symmetry is particularly sensitive to the 3d spin-orbit
coupling.23 Its main effect is to lift the degeneracy of the
ground state and split it further in states separated by ener-
gies of order of few kT. It is thus important to take the
contributions of the thermally populated excited states into
account when calculating the spectrum at room temperature.
Here, the spectrum including the 3d spin-orbit coupling #Fig.
4!a"$ is compared to the one calculated with the 3d spin-orbit
coupling set to zero #Fig. 4!b"$. If the shape of the L3 edge is
not dramatically affected by this parameter change, the
agreement between theoretical and experimental L2 edges is
clearly improved. The peaks at 719 and 721 eV, absent in
spectrum !a" appear under these conditions and are thus ex-
plained by a quenching of the 3d spin-orbit coupling at room
temperature. This quenching has been observed recently for
the same ion in Fe2SiO4 in Ref. 32 and may be attributed to

FIG. 3. Comparison between experimental Mn-L23 edge
!circles" recorded in MnTiO3 and the ligand field multiplet calcula-
tion !solid line" for Mn2+ in octahedral field.

FIG. 4. Comparison between experimental Fe-L23 edge !circles"
recorded in FeTiO3 and the ligand field multiplet calculations !solid
line" for Fe2+ in octahedral field: !a" with the 3dl ·s!0, and !b" with
the 3dl ·s=0.

FIG. 5. Comparison between experimental Co-L23 edge !circles"
recorded in CoTiO3 and the ligand field multiplet calculations !solid
line" for Co2+ in octahedral crystal field: !a" with the 3dl ·s=0 and
!b" with the 3dl ·s!0.

FIG. 6. Comparison between experimental Ni-L23 edge !circles"
recorded in NiTiO3 and the ligand field multiplet calculation !solid
line" for Ni2+ in octahedral field.
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word of gratefulness to Mr. Martin Šaf̌ránek,, who has gone out of way to help me

with several technical and official matters. I am also grateful to Doc. Dr. RNDr
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