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ABSTRACT
Calibration of a projector and a tracking device is an essential step for interaction with projected content using
gestures. We propose a novel technique for calibration of a data projector and a Leap Motion sensor. Using the
proposed approach, users can calibrate the system by touching few points on the screen plane and in the space
above it. No printed patterns, reflective markers, or additional tools are needed. The calibration process involves
two steps. In the first step, we collect finger positions which we then use in the second step to find the calibration
matrix and projector position. We compared the accuracy and precision of the proposed method to the accuracy
and precision of a capacitive touchscreen in a touch based interaction task. During the evaluation we measured the
Euclidean distance between the displayed and touched points. The best average distance for our method was 1.23
mm which is comparable to 0.79 mm for touch screen. The experiments demonstrate that the technique is suitable
for an interaction with user interface elements designed in the usual way.
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1 INTRODUCTION
Human computer interfaces research in the last years
becomes more and more focused on 3D gestural inter-
faces. 3D gestural interaction is natural and powerful
method of communication between humans and com-
puters [10]. The popularity of the gestural interfaces is
supported by increasing number of different body and
hand tracking devices, such as Microsoft Kinect, Asus
Xtion or Leap Motion Controller. These sensors are rel-
atively cheap and therefore available for wide range of
standard computer users. In comparison to traditional
keyboard and mouse interfaces, the gestural interfaces
bring novel interaction techniques, that might be bene-
ficial for many applications but especially for games or
applications on tabletop displays.

The tabletop display interfaces are often equipped with
capacitive touchscreens, which are quite expensive due
to their large size [15, 7]. An alternative to touchscreen
is a combination of a data projector and a motion track-
ing sensor. This approach has several advantages over
the touchscreen solution. The image might be projected
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on various surfaces with different shapes and reflection
properties. Unlike touchscreens, these surfaces are usu-
ally more scratch and fingerprint resistant and can be
cleaned more easily. We also have additional infor-
mation about the types and poses of fingers. This in-
formation comes from a sensor that detects and tracks
user’s hands and fingers during interaction. The de-
tected poses are transformed into the projector image
space, which allows the projected image modification
to provide a feedback to the user. This approach brings
the necessity of calibration, in order to obtain the spa-
tial transformation between the projector’s image coor-
dinates and the sensor’s space coordinates.
In this paper we propose a calibration technique for a
data projector and the Leap Motion Controller, which
might be applied to the tabletop interfaces. A unique
contribution of our approach is that the technique
doesn’t require printed patterns, reflective markers,
or other additional tools. The effective range of the
Leap Motion extends from approximately 25 to 600
millimetres and its field of view is about 150 degrees.
The sensor utilizes two stereoscopic IR cameras and
three IR light emitting diodes for fast and accurate hand
tracking [11]. The high accuracy (up to 0.01 mm) and
the low latency (less than 10 ms) are the main reasons
why we chose to use Leap Motion sensor instead of
other body tracking sensors that are available.
The further parts of this paper are organized as follows.
The following Related Work briefly reviews the cali-
bration techniques of a data projector with a standard
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camera, an infrared camera and depth sensors. The
Proposed Method section defines a novel technique for
the calibration of a data projector and the Leap Mo-
tion Controller. The section contains also a description
of our experimental environment. The accuracy of the
proposed method was evaluated with two experimental
setups and compared to a capacitive touchscreen accu-
racy. All experiments and results are presented in Eval-
uation section. Finally, Conclusion section summarizes
the paper contribution.

2 RELATED WORK
Projector-based user interfaces often utilize a standard
camera as a simplest way to enable user interaction with
the projected content. In these interfaces, the camera
observes the projected image. The calibration of such
systems is usually done semi-automatically by projec-
tion of structured light pattern over a printed pattern of
a known size. The overall scene is captured by a camera
[4, 3]. Although it is easy to find the calibration points,
it is difficult to track hands or fingers because conven-
tional skin color detection algorithms fail in the recog-
nition of the hand overlapped by the projected image.
Thus, the combination of a data projector and the stan-
dard camera is more suitable for structured-light scan-
ners [17].
The problem with the image overlapping of the hands
and fingers disappear, when the standard camera is re-
placed with an infrared (IR) camera. The visible light
projected by the data projector is invisible for the IR
camera and therefore the calibration point’s measure-
ment process must be different. The projected points
might be marked by IR markers or user has to touch the
points with the finger. Both approaches were presented
in [19, 20], where the calibration was calculated just as
a 2D homography between the camera and the projector
image planes. The spatial relationship between a world
and a projector coordinates was not required in these
setups.
The above described difficulties might be overcome
when the projector-based interface is equipped with
a RGB-D devices such as the Asus Xtion[2] or the
Microsoft Kinect. These devices are based on Prime-
Sense technology[8, 12], which combines an RGB
camera with a depth sensor made using an IR camera
and IR projector. A drawback of these devices is in
their high latency and low depth accuracy, which has
relative error between few millimeters and 40 mm [9].
The PrimeSense technology is used in combination
with a pico-projector in the wearable interface for
multi-touch applications on everyday surface called
the OmniTouch[6]. The calibration of a data projector
and Kinect is utilized in a tabletop multi-touch display
system presented at [18]. This system is able not only
to detect if the screen is being touched, but can also tell
which finger was used to touch the surface.

Unlike the described previous works, our technique
does not require printed patterns, reflective markers, or
other additional tools. Also the hand tracking speed
is far better, since we are using the Leap Motion con-
troller. This controller has hand tracking latency less
than 10 ms. For comparison, the Microsoft Kinect has
latency around 60 ms [14].

3 PROPOSED METHOD
In this section, the proposed calibration method is pre-
sented. The calibration process involves two steps. The
inputs to the first step are coordinates of points that will
be projected onto the screen plane. The goal of the first
step is to collect points in Leap Motion coordinate space
that correspond to the projected points in screen coor-
dinate space. The outputs of the first step are sets of
points. Each set contains a point in screen coordinate
space and several corresponding points in the Leap Mo-
tion coordinate space. These sets are then processed in
the second step which computes the transformation ma-
trix and projector position. The whole process is shown
in Figure 1.

The first step begins with the projection of the calibra-
tion pattern, that contains at least three non-collinear
points, onto the screen plane. The first pattern point
is highlighted and the user positions his hand so that
the tracked finger is touching the currently highlighted
point on the screen surface. The position of the finger is
captured and the same point is highlighted with differ-
ent color. User then raises his hand from the surface and
moves it towards the projector along the projection ray.
During this motion the user keeps the projected point
on his finger. When the hand movement stops, the spa-
tial position of the finger is captured again. The height,
in which the user stops above the screen plane, is not
important and it can be different for each point. At this
point, we can either highlight the same point with dif-
ferent color and continue by collecting more finger po-
sitions along the projection ray or highlight next pattern
point and repeat the collection process.

We use the acceleration of finger motion to identify the
appropriate moment for capturing the finger position.
During the collection process the tracked finger moves
either fast or slowly. The fast motion occurs when the
user moves between two point positions and the slow
motion usually means that the user stops to touch the
highlighted point. To distinguish between the fast and
slow motion, we utilize two thresholds. When the fin-
ger speed drops below the lower threshold we capture
the current finger position. Afterwards we wait for the
speed to raise above the upper threshold before we cap-
ture another point. The thresholds values reflect the
registered speed of motion when the hand is still and
when the hand moves between two points. Therefore,
the lower threshold value depends to a large extent on
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P0, P1, ..., Pi

Point collecting Point sets processing

{P0, P̄00, P̄01, ..., P̄0j},
{P1, P̄10, P̄11, ..., P̄1j},
...,

{Pi, P̄i0, P̄i1, ..., P̄ij}

V̄

projector position

M
transformation matrix

Figure 1: Calibration process involves two steps. The inputs to the first step are at least three non-collinear points
that are projected. In the first step, points in Leap Motion coordinate space, that correspond to the projected points,
are collected. The collected points, together with the projected points, are processed in the second step. The
outputs of the calibration process are the transformation matrix and the projector position.

Figure 2: To capture the calibration points above the
screen plane, the user moves his hand along the projec-
tion ray while keeping the projected point on his finger.

the tracker noise and the natural hand tremor and the
value of the upper threshold depends mainly on the dis-
tance between two pattern points. We use 1.5 mm/s and
75 mm/s as the values for lower and upper threshold
respectively, which we found suitable for our environ-
ment. Alternatively, pressing of a button or timer based
approach can be used for point capturing.

For each pattern point, we collect three finger positions,
one on the screen surface and two above. The col-
lected finger positions in Leap Motion coordinate space
and corresponding point coordinates in projector screen
space are processed in the next step. The situation is de-
picted in Figure 3.

In the second step, the projector position relative to
Leap Motion and the transformation matrix is com-
puted. The relationship between point P̄= [p̄x, p̄y, p̄z,1]
in the Leap Motion coordinate space and the corre-

Figure 3: Input data measurements for proposed cal-
ibration technique. The white spheres represent col-
lected finger positions in the Leap Motion coordinate
space. The corresponding pattern points in the screen
coordinate space are highlighted by blue circles.

sponding point P = [px, py, pz,1] in screen coordinate
space is given by

P = MP̄ (1)

where M is the transformation matrix that can be further
decomposed to

M = SRT (2)

scale, rotation and translation matrices. There are eight
parameters that need to be found in order to construct
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these matrices. These parameters are two scales sx, sy
, three angles of rotation α , β , γ and three elements
of a translation vector t. We find their values by first
computing their initial estimates which we then refine
using Levenberg-Marquardt method [16].

To compute the initial estimates we need three non-
collinear points P0, P1 and P2 in screen coordinates and
their counterparts P̄00, P̄10 and P̄20 in Leap Motion coor-
dinate space captured on the screen plane. From these
points two vectors in each coordinate space can be com-
puted.

u = P1−P0 ū = P̄10− P̄00 (3)
v = P2−P0 v̄ = P̄20− P̄00 (4)

To construct the scale matrix S we need two scales sx
and sy which represent the number of pixels per mm in
x and y direction. Only one estimate

s =
‖u‖
‖ū‖ (5)

can be used for both values because the difference be-
tween these two values is usually very small and will
be compensated for in the following refinement. For
the third scale sz, we use fixed value of 1. By doing this
the z coordinate of the point P will represent the height
above the screen in mm.

For the rotation matrix Rxyz, three angles are needed

α =−arctan2
(

ȳ · z
cosβ

,
z̄ · z

cosβ

)
(6)

β =−arcsin(x̄ · z) (7)

γ =−arctan2
(

x̄ ·y
cosβ

,
x̄ ·x

cosβ

)
(8)

which express the rotation around x, y and z axis re-
spectively. Vectors x = [1,0,0,0], y = [0,1,0,0] and
z = [0,0,1,0] are unit vectors that represent the orienta-
tions and the directions of the screen coordinate system.
Vectors x̄, ȳ and z̄ are unit vectors that represent the
same orientations and directions but in the Leap Mo-
tion coordinate space. Vector z̄ is the normal to the
plane specified by ū and v̄. Vector x̄ can be found by
first finding the angle between u and x and then rotat-
ing the ū vector by the same angle around the z̄ axis.
Vector ȳ can be found analogously.

The initial estimate for vector of translation is given by

t =−
(

P̄00−
p00x

s
x̄− p00y

s
ȳ
)

(9)

To refine the initial estimates, we minimize

E1 =
i

∑
n=0
‖Pn−MP̄n0‖2 (10)

using Levenberg-Marquardt method, as implemented in
MPFIT [13] which contains a translation of MINPACK
[16] algorithms to C. We use all the points P̄i in the Leap
Motion space that were captured on the screen plane
together with their counterparts Pi in the screen space
for this refinement.

To find the projector position, we first need to recon-
struct the projection rays from the collected points. This
can be done by fitting a straight lines through the points
that were captured for the same pattern point in differ-
ent heights above the screen plane. To fit the straight
line l̄ through the points that were captured for the ith
pattern point, we minimize

E2 =
j

∑
n=0

dist(P̄in, l̄)2 (11)

the sum of square distances from these points to the
line.

In an ideal situation, the projector would be positioned
in the intersection of these lines. Because the lines are
almost always skew with no intersections, we rather
find the point of closest approach V̄ for all lines. This
point can be found by minimizing

E3 =
i

∑
n=0

dist(V̄ , l̄n)2 (12)

the sum of square distances from the point to all the
lines.

Several ways exist in which we can use the results of
the calibration. We present three of them that could
be the most common ones. They are touch based in-
teraction, direct pointing interaction, and dynamic fin-
ger/hand projection mapping. The first two are inter-
action styles in which we need to find the point on the
screen with which we are trying to interact. The last
one uses the results of calibration to project an image
on user’s hand or fingers that can contain additional in-
formation.

For touch based interaction, the point of interest is
found by simply multiplying the finger position with
the calibration matrix. The result is a point with x and y
coordinates that represent the position on the screen in
px. The z coordinate represents the height of the finger
above the screen in mm which can be used to find out if
the finger is touching the screen or not. See Figure 4a.

For direct pointing interaction we need to transform not
only the finger position but also the direction in which
the finger is pointing. These two pieces of informa-
tion specify a line that is then intersected with a plane
which is defined by a point A = [0,0,0] and normal
n = [0,0,1]. By intersecting the transformed line with
that plane, we obtain the position on the screen at which
we are pointing. See Figure 4b.
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(a) Touch interaction (b) Direct pointing interaction (c) Dynamic mapping
Figure 4: The results of the calibration can be used in several ways, for example - touch based interaction, direct
pointing interaction, or dynamic hand/finger projection mapping.

To project the image on user’s hand, we need to find the
point on the screen plane that lies on the line connecting
the projector position and user’s hand. This line can be
defined by a point on the line and direction vector. As a
point on the line, we can use the projector position and
the direction vector is given by subtracting the projector
and hand positions. This line is then intersected with
the same plane as above. See Figure 4c.

4 EVALUATION
In this section, the accuracy of the proposed calibration
method is compared to the accuracy of the capacitive
touch display in the touch based interaction task.

The task involved touching the displayed points as close
to their center as possible. The points that had to be
touched were arranged in a regular five by five test-
ing pattern. The testing pattern is shown in Figure 6.
Each point was touched five times for one calibration
attempt. Five calibration attempts for each of the three
calibration cases, were performed. These calibration
cases differed in the number of points (3, 9 and 16)
in their calibration patterns. This process was repeated
twice, once on a small screen and once on a screen with
larger dimensions. The small screen was the screen of
the capacitive touch display and the large screen was
projected screen. The diagonal of the touch display
was 256 mm and the screen resolution was 1368x768
px. The diagonal of the projected screen was 443 mm
with resolution of 800x600 px. On the capacitive touch-
screen, we performed the same task, but since there was
no way to recalibrate the touchscreen we touched each
point five times in five attempts without recalibration.
No measurements for the capacitive touchscreen with
large size were recorded since we were unable to find
the screen with larger diagonal than 256 mm.

In our experiments we used the data projector Acer
K11, laptop Asus Transformer Book T100 with touch-

Figure 5: The experimental environment with the Leap
Motion, the touchscreen (left) and the data projector
(right).

screen and the Leap Motion sensor. The environment
for the experiments on the small screen was composed
of laptop Asus Transformer and the Leap Motion Con-
troller. The laptop’s touchscreen was laid down hori-
zontally on a table, while the Leap Motion was mounted
over the screen looking down to the table. The environ-
ment is shown in Figure5 left. A setup for the experi-
ments on the large screen used the Acer K11 projector
instead of the laptop. The data projector was mounted
approximately 800 mm over the table, in distance of
circa 500 mm from the Leap Motion. By positioning
the projector perpendicularly to the projection screen,
we compensated for the keystoning. Other possible
projector distortions were not compensated. Both de-
vices were looking straight down to the table as shown
in Figure 5 right and Figure 6.

The Leap motion was positioned 280 mm above the
screen surface for both screen sizes. At that height,
the tracking of the hand and fingers was most reliable
in every point of the screens. During the experiments
we noticed an issue with a reflection of the emitted IR
light in the Leap Motion camera images. The reflected
light made a bright spot on the table surface as shown
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Figure 6: Our experimental tabletop setup with the data
projector and the Leap Motion. Five by five pattern that
was used for evaluation of the accuracy of our technique
is being projected.

in Figure 7 left. Inside this spot the tracking was not re-
liable and often failed. Thus, it was necessary to cover
the table desk with a black cotton fabric which absorbs
IR light, but also reflects the visible light that forms the
projected image. See Figure 7 right.

We used the Euclidean distance between the center of
the displayed point and the point that was touched on
the screen as a measure of accuracy. This distance was

(a) Table desk (b) Black cotton
Figure 7: The Leap Motion’s view of the clear wooden
table desk and the same desk covered by black cotton.

measured in px and then converted to mm using scale
computed as

scale =

√
H2 +V 2

D
(13)

where H and V are horizontal and vertical resolutions of
the screen in pixels and D is diagonal size in mm. This
conversion makes the results for the large and small
screens comparable. We evaluated the touch accuracy
for seven configurations, one small touchscreen (TS),
three calibration cases on the small screen (3S, 9S, 16S)
and three calibration cases on the larger screen (3L, 9L,
16L). For each of these configurations, we performed
625 measurements. The collected data are visualized
in Figure 8. From these measurements we calculated
the mean and the standard deviation of distances be-
tween the touched point and the displayed point. We
also calculated the hit percentage of a target with a ra-
dius of 7.75 mm which is recommended by Apple as a
suitable size for interactive elements [1]. All results are
displayed in Table 1.

Config. Mean (mm) Stdev (mm) Hit (%)
T S 0.7897 0.4689 100

3 S 3.5420 2.2226 94.56
L 3.8179 2.2223 96

9 S 1.7528 0.9585 100
L 2.5187 1.2272 100

16 S 1.2338 0.7468 100
L 2.1846 1.1162 100

Table 1: The mean and standard deviation are obtained
from the distances between the displayed and measured
point for each configuration together with hit percent-
ages of the target with 7.75 mm radius. The values are
measured for touchscreen (T) and proposed calibration
method with 3, 9 and 16 calibration points on small (S)
and large (L) screen sizes.

It is not surprising that the accuracy and precision of
the calibration method rises with the number of points
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Figure 8: Boxplots of measured Euclidean distances in mm between the displayed and touched points for each
configuration. The bottom and top of the box are the first (Q1) and the third quartiles (Q3). The band inside the box
is the second quartile (Q2) - the median. The whiskers extend from the lowest distance within Q1− 1.5 ∗ IQR to
the highest distance within Q3 +1.5∗ IQR. The circles are distances outside the whiskers. The dashed horizontal
line represents the recommended target size.

in the used calibration pattern. Also, the accuracy and
precision is better on the smaller screen. This can be
caused by the projector distortions or by lower preci-
sion of hand tracking on the boundaries of the sensory
space [5]. The best mean and standard deviation val-
ues for our method were obtained with 16 calibration
points on the small screen. However, the results are
approximately 60% worse than the touchscreen results,
the mean value is slightly over one millimetre and the
standard deviation is even less than one millimetre. The
chance to hit a target of a recommended size are for all
configurations 100%, except for calibrations that used
3 points in the calibration pattern. For these cases the
hit chance is about 95%.

5 CONCLUSION
We have proposed a novel technique for calibration of
a data projector and a Leap Motion Controller. Using
the proposed approach, users can perform the calibra-
tion only by touching several points on and above the
screen plane. No printed patterns, reflective markers,
or additional tools are needed.

We have evaluated the proposed technique in a scenario
that focuses on the touch based interaction. In this sce-
nario we measured the distance between the center of
the displayed point and the point that was touched on
the screen. We compared the accuracy and precision
of the proposed method with a capacitive touchscreen.
The average accuracy of our method is about 1.2 mm
on the small screens and 2.2 mm on the larger screens

with 16 points calibration pattern. Although our cali-
bration method does not outperform the accuracy and
the precision of the touchscreen, it is comparable to it
and can easily be used for effective touch based inter-
action as long as the target sizes follow the previously
established recommendations for the touch screen inter-
faces. The results of the calibration can be used not only
for touch based interaction but also for direct pointing
and dynamic projection mapping.

Future research will focus on evaluation of the accu-
racy from the user’s point of view. A user study will be
used to evaluate whether the accuracy of our method af-
fects user interaction experience. Another possibility is
to focus on user interaction techniques suitable for the
tabletop displays or to improve the calibration process
by compensating for projector distortions.
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