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Ahstract-The article describes and compares various 
digital methods for measurement of short delay between 
fast analogue signals. A brief characterization of mea­
sured signals is given in the first chapter. In the second 
chapter, there are described various measurement meth­
ods. In the third chapter, there are compared various 
versions of each method and in the last chapter, there 
are the methods compared one another according to 
results of numerical experiments. 

I. INTRODUCTION 

In many applications, such as laser rangefinders or 
ultrasonic flowmeters, precise measurement of short 
delays between analogue signals is required. A num­
ber of methods was developed for this purpose, sup­
posing measurement of signals with sharp edges [1-3]. 
However if the signal has no sharp edge, it is common 
to use some of the analogue methods which are based 
on various principles. Usage of analogue measurement 
methods requires highly precise production and cali­
bration of each manufactured measurement device. In 
recent days, there is great tendency towards digital 
signal processing making product development faster 
and production cheaper. This paper presents and com­
pares various digital methods for delay measurement. 

Short description of measured signals is given 
in the first chapter. The second chapter describes 
methods for digital measurement of analogue signal 
delays. The rest of the paper presents the results of 
experimental method comparison. 

II. SIGNAL FE ATURE S 

Suppose we have acquired two signals (signal pair) 
from a sort of the sensors, for example from the 
ultrasonic detectors (see Fig. 1). Suppose this signal 
pair has following features: 

• 

• 

• 

• 

• 

Signals appear in bursts of finite waveform 
length, 

both waveforms in the pair have similar en­
velope shape, but are time-shifted by 6.t, 

bursts are non-periodic (each burst is unique), 

signals in burst are harmonically oscillating at 
unknown frequency jp (same for both signals 
in pair), 

exact analytical description of signal envelope 
is not known. 

An example of such waveform is in the figure 1. 
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Fig. 1. Waveform example. 

An example of signals pair recorded on ultrasonic flowmeter 
prototype. Time shift is hard to notice because !:"t � 0.01 . 
j-l 

p • 

Our goal is the measurement of the time shift 
6.t between the two waveforms in the signal pair 
with high precision. The time shift can be very short 
(6.t � 10-8 --;- 10-11 s). In many applications, very 
fine measurement resolution (in order of 10 ps) is 
required. Simple correlation methods commonly used 
for such measurements have resolution equal to the 
sampling period of the signals. To achieve required 
resolution in order of 10 ps, the sampling frequencies 
would be unattainably high (in order of 100 Gs . S-l ) . 

III. TIME SHIFT ME A SUREMENT METHODS 

For time shift measurement, there are many meth­
ods. The majority of the methods require sharp edges 
in the signal or use analogue signal preprocessing. 
This paper however describes fully digital methods 
- the signal is sampled and then digitally processed. 
This chapter describes following methods: 

• 

• 

• 

• 

correlation method, 

interpolation followed by correlation, 

approximation of correlation function, 

time shift computation using Fourier trans­
form, 

ISBN 978-80-261-0386-8, ©University of West Bohemia, 2015 



• signal approximation using least squares 
method and statistical evaluation. 

A. Correlation method 

Common method for signal delay computation is 
finding of the maximum of their cross-correlation 
function (1). This maximum of the cross-correlation 
function corresponds to the time shift between signals 
with the best similarity. 

Rxy(k) = L x(rn) . y(k + rn) 
m (1) 

The distance between samples (in time axis) is 
sampling period Ts = 1;1, where Is is sampling fre­
quency. Distance between points in cross-correlation 
function is also Ts. This means that maximal resolu­
tion of the method is equal to the sampling period Ts. 
Many applications need resolution that corresponds to 
very high sampling frequencies (10 Gs/s and higher). 
In these applications, it is necessary to carry out 
some signal interpolation in order to get better time 
resolution. This interpolation can be done before or 
after computation of the cross-correlation function. 

B. Interpolation followed by correlation 

Interpolation followed by correlation is a method 
described in the paper [4]. This method is based on 
common correlation method. Analogue signals are 
sampled (sampling period is less than required resolu­
tion of results) and interpolated to required sampling 
rate. On these interpolated (i.e. up-sampled) signals is 
applied common correlation method. 

Interpolation ratio can be computed from equation 
(2) where Is is sampling frequency of the original 
signal, Iinterp is sampling frequency of interpolated 
signal and res is required resolution. 

1 Is . 
- = -

1
-- = res· is 

n interp (2) 

The interpolation can be carried out in different 
ways: 

• approximation using analytical description of 
signal, 

• Lagrange's (Newton's) polynomial interpola­
tion, 

• Hermitian polynomial interpolation, 
• interpolation using zero-valued samples in­

sertion and filtration, 
• spline interpolation. 

Because interpolation ratio can be very high, usability 
of this method is limited due to very high computation 
complexity. 

C. Approximation of correlation function 

Method described in [5] is another modification 
of correlation method increasing its resolution. Signal 
pair is sampled and then cross-correlation of signals 
is computed. The correlation function is approximated 
using least square method in vicinity to it's maximum. 

Maximum of the approximation function is analyti­
cally computed. Its position corresponds to the time 
shift between signals in pair. 

Signal (maximal frequency Imax) is sampled at 
sampling frequency Is Us > 2· Imax) and according 
to the equation (1) the correlation function Rxy is 
computed. It's maximum Rmax = max(Rxy) and 
the corresponding lag Lmax are found. The lag cor­
responds to the time shift with resolution Ts. In the 
vicinity to Lmax the� correlation function is }lPProx­
imated by function Rxy and its maximum Rmax = 

max(Rxy) is found. Having corresponding lag Lmax 
time shift 6.t can be computed with resolution much 
higher than Ts, see equation (3). 

For approximation of correlation function it 
is advantageous to use polynomial approximation 
using least squares method (at least in case 
of cross-correlation of signals specified in 
chapter II). In the neighbourhood of correlation 
maxima, n points in both directions are 
picked up. Coordinates of these points are 
[Lmax-n, Rmax-n], ... , [Lmax, Rmax], ... , 
[Lmax+n, Rmax+nl. These points are polynomially 
fitted by polynomial Pm (L ) of degree rn (in 
the least-squares sense). Local maxima of this 
polynomial can be computed analytically. Local 
maxima [Lmax, Rmaxl nearest (in sense of 
min I Lmax - Lmax I) to correlation function maxima 
[Lmax, Rmaxl determines the time shift 6.t, see 
equation (3). 

(3) 

Appropriate number of points n for polynomial 
fitting depends on the degree of polynomial (rn). If 
the quadratic curve is fitted, it's good choice to fit it 
between inflexion points of the correlation function. 
For harmonic function the inflexion points are situated 
at zero crossings. In this case n is given by equation 
(4). For higher polynomial degree can be used more 
points. 

n= l4�fJ (4) 

Increasing degree of the polynomial brings also in­
creasing ripple and approximation error in intervals 
between nodes. Extreme case arises when rn+ 1 points 
(n = rn/2) are fitted with polynomial of degree rn. In 
this case least square method changes into Lagrange 
interpolation with all consequences. 

D. Signal time shift computation using Fourier trans­
form 

Let us have a pair of discrete (attenuated) harmonic 
signals Xl (t) and X2 (t). Both signals have frequency 
Ip. If phase shift 6.cp is known, then it is possible to 
compute time shift 6.t of waveforms using (5). [6] 

6.t = 
6.cp 

= 
6.cp 

wp 2· 'if . Ip (5) 

Phase shift 6.cp and frequency Ip can be easily 
computed using discrete Fourier transform. Phase 
shift computed using Fourier transform is in range 



< -Jr, +Jr >, then the time shift is in range 

( - 2'�p , + 2'�p ) . 

If the frequency fp is high, sampling produces a 
large number of samples. We can reduce the amount of 
samples using nonuniform sampling at average sam­
pling frequency under the Nyquist's limit Us < 2· fp), 
see [7]. 

E. Signal approximation using least squares method 
and statistical evaluation 

This method is a new method developed at our 
university. Method wasn't published nor used in real 
appliance, yet. Sampled signals are divided into small 
elements (e.g. half-waves) and each element is ap­
proximated using least square method. For corre­
sponding pairs of elements their time shifts are ana­
lytically computed. This set of elementary time shifts 
is statistically evaluated. 

Let us have pair of time shifted signals Xl a X2. 
Both of them are divided in some wayl to n el­
ements Xu, XI2,···, Xln a X21, X22,···, X2n .  Each 
element is approximated (in sense of least squares) 
by appropriate function (polynomial is a good choice). 
We get n functions for each signal Xu, XI2,"" Xln 
and X21, X22,"" X2n' For �h paiS,9f corresponding 
functions their time shift �tl'" �tn is computed. 
The algorithm for computation of time shifts de­
pends on used approximation function, for quadratic 
approximation it is the distance between peaks, for 
linear approximation it is the distance between zero­
crossings etc. The set of elementary time shifts {Eli} 
is statistically evaluated in order to get final time 
shift �t. Basic methods of statistical evaluation is 
computation of arithmetic mean or median of the set 

{Eli}. 

IV. EXPERIMENTAL EVALUATION OF METHODS 

For appropriate method selection it is necessary to 
know method's features for various sampling frequen­
cies and noise levels. Numeric evaluation of methods 
was carried out using simulated signal imitating signal 
from real appliance. The main features of simulated 
signal are in accordance with the signal features 
described in chapter II, fp = 1 MHz. White Gaussian 
noise at various signal to noise ratios was added to the 
simulated signal in order to evaluate method's noise 
sensitivity. 

Time shift computations for various time shifts 
were carried out for many times (5 to 1000 times, 
depending on computation complexity) and errors 
were statistically evaluated. The computations were 
carried out in double precision IEEE 754 floats. 

Two various error behaviours were observed re­
garding dependence between time shift and error 
magnitude: 

• The error depends only on method's parame­
ters. In next chapters the error is considered 
as absolute (6). 

1 We are using zero crossings detection with averaging and 
hysteresis. 

• The error depends on method's parameters 
and on the time shift. In next chapters the 
error is considered as relative (7). 

Eabs = El - �tskut 

I El - �tskut I Erel = 
� 

tskut 

(6) 

(7) 

In the following statements the results for various 
combinations of parameters are compared and in the 
next chapter (chapter V) the methods are compared 
one another. 

A. Interpolation followed by correlation 

J) Interpolation methods comparison: Compari­
son of following interpolation methods was carried 
out: interpolation using zero-valued samples insertion 
and filtration [8], linear interpolation and spline in­
terpolation using natural cubic spline [9] and pchip 
spline [10]. Lagrangian and Hermitian interpolation 
aren't suitable for interpolating oscillating signals due 
to their properties. 

Interpolation method using zero-valued samples 
insertion and filtration was found to get much better 
results than other methods. 

2) Effect of filtration: Effect of signal filtration 
was analysed. Signal according to features described 
in chapter II with added white Gaussian noise at 
various levels was filtered using bandpass filter with 
cut-off frequencies 0.5· fp and 2 · fp. The signals 
were filtered before or after interpolation. Experiments 
confirm that filtration after interpolation has no effect 
on results, see figure 2. When filtration is carried 
out before interpolation, error magnitude increases 
rapidly. 

B. Approximation of correlation function 

Comparison of results for approximation of corre­
lation function by polynomial of degree two and four 
has been done. For some combinations of the sampling 
frequency and noise level the polynomial of degree 
two gives better results and for another combinations 
is better polynomial of degree four (see figure 3). The 
results of the experiment are summarised in table I. 

Effect of signal filtering has been evaluated using 
low-pass filter with cut-off frequency 2· fp (for defini­
tion of fp see chapter II). It was found that filtration 
has no effect on errors. 

C. Signal time shift computation using Fourier trans­
form 

For this method evaluation of the influence of the 
windowing function during Fourier transform compu­
tation was carried out. The influence was found to be 
negligible and thus it can be omitted, see figure 4. 



Fig. 2. Etfect of filtration after interpolation. 

Absolute error for method of interpolation followed by 
correlation. Filtration after interpolation, fp = 1 MHz, pass­
band 0.5·fp to 2·fp, SNR= 20dB, fs = 50 Msample/s. 
Without filtration in blue, with filtration in red. 
o ... mean error, + ... maximal error 
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Fig. 3. Absolute error - approximation of correlation function. 

Absolute error for method of approximation of correlation 
function, SNR = 20 dB, fs = 50 Msample/s. 
Polynomial of degree two in green, of degree four in red. 
o ... mean error, + ... maximal error 
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Fig. 4. Time shift computation using Fourier transform - influence 
of the window. 
Absolute error for time shift computation using Fourier 
transform. SNR = 20 dB, fs = 5 Msample/s. 
Windowing function: rectangular in blue, triangular in red, 
hamming in green, hann in black and kaiser in magenta. 
o ... mean error, + ... maximal error. 

TABLE I. ApPROPRIATE DEGREE OF APPROXIMATION 
POLYNOMIAL. 

Appropriate degree of approximation polynomial for 
method of approximation of correlation function for 

various sampling frequencies and noise levels. 
f - 1 MHz 'p -
50 Ms/s 10 Ms/s 5Ms/s 

Without noise 4 4 2 
SNR = 20dB 4 4 2 
SNR = lOdB 2 2 2 
SNR = OdB 2 x x 

2 or 4 ... appropriate degree of polynomial is 2 or 4; 
x ... differences between degrees 2 and 4 are 
insignificant. 

D. Signal approximation using least squares method 
and statistical evaluation 

This method was evaluated in versions using 
polynomial of degree two or four as approximation 
function iii. For quadratic function the time shift �tk 
was computed as distance of vertexes in t axis. Local 
extrema were found for polynomials of degree four. 
Time shifts (in taxis) for extrema laying in particular 
inte�l were computed. These time shifts were used 
as �tk. 

The comparison of both versions of method can be 
found in table II. In the table there can be seen that 
polynomial of degree of two is better then the one 
of degree of four with exception of noiseless signal 
sampled at low frequency. Dependence of error on 
sampling frequency can be seen in the figure 5. 

--Eor 3!.'ltistica��luation of the set of time shifts {�t1' �t2' . . .  ' �tn 1 arithmetic mean and median 
were used. Absolute error is many times (102 

- 10lO) 
higher when using arithmetic mean than in case of 
usage of median. 

TABLE II. ApPROPRIATE DEGREE OF APPROXIMATION 
POLYNOMIAL. 

Appropriate degree of approximation polynomial for 
metfiod using approximation and statistical evaluation for 

various sampling frequencies and noise levels. 
f - 1 MHz IV -
50 Ms/s 10 Ms/s 5Ms/s 

Without noise 2 4 4 
SNR = 20dB 2 2 2 
SNR = lOdB 2 2 2 
SNR = OdB 2 2 2 

2 or 4 ... polynomial of degree two or four gives 
smaller error. 

V. METHODS COMPA RISON 

Various modifications of methods were compared 
in the previous chapter (chapter IV) and for each 
method was found the best variant. In this chapter, 
there are compared above mentioned methods one 
another for various combinations of noise level and 
sampling frequency. The results are summarized in 
the table III. In the cases of interpolation followed by 
correlation being the best also the next best method 
has been chosen because computation complexity of 
interpolation followed by correlation is much higher 
than computation complexity of the other methods. 



In the table III there can be seen that the choice 
of method for particular application depends on signal 
to noise ratio and is independent on the sampling 
frequency. The error magnitude depends on sampling 
frequency. 2 

Error magnitudes for various combinations of 
noise level and sampling frequency can be found in 
the table IV. Methods used for computations are sum­
marized in the table III. All computation were carried 
out in double precision floating point arithmetic. 

TABLE TIT. COMPARISON OF METHODS. 

This table summarizes the best methods for various 
combinations of noise level and sampling frequency. 

f - IMHz IV -
50 Ms/s 10 Ms/s 5Ms/s 

Without noise FP FP FP 
SNR - 20dB TK (KC4)" KC4 KC2 
SNR = lOdB KC2 KC2 KC2 
SNR - OdB PS PS PS 

aThis method has much higher computation complexity than 
the other methods. The next best method is KC4. 

IK ... Interpolation followed by correlation, 
FP ... time shift computation using Fourier transform, 
PS ... signal approximation using least squares and 
statistical evaluation, 
KC2 or KC4 ... Approximation of correlation 
function using polynomial of degree two or four. 

VI. CONCLUSION 

Various methods for measurement of time shift 
of fast analogue signals were proposed in the paper. 
Error of each method was evaluated and the results 
were compared one another. It was found that for time 
shift measurement of signals characterized in chapter 
II without noise the best choice is the method based 
on Fourier transform. For signals with high signal 
to noise ratio (i.e. weak noise, SNR > 10 dB) the 
method using approximation of correlation function 
gives the best results. The error is less than 3% of the 
sampling period 18- 1 for SNR = 10dB and less than 
1 % for SNR = 20dB. For signals with strong noise 
the best choice is the method of signal approximation 
using least squares method and statistical evaluation 
with quadratic approximation polynomial. The error 
in this case is about 20% of the sampling period 18- 1. 
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2In cases of very low sampling frequency ( near Nyquist's fre­
quency) the appropriate method must be chosen, for example 
computation of time shift using nonuniform Fourier transform. 
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TABLE IY. MAGNITUDE OF ERROR. 

In this table, there are summarized magnitudes of errors for methods from the table III. 
Computations were carried out in double precision floating point arithmetic i 1 MHz. Iv = 

50 Ms/s 10 Ms/s 5Ms/s Figure number 
Withont noise 0.1 % 0.38 % 0.35 % 6 

SNR = 20dB 170 ps / 220 ps a , 450 ps / 400 ps a 700 ps 7 
SNR = 10dB 0.5 ns 1.5 ns 2 ns 8 
SNR = OdB 4 ns 20 ns 37 ns 5 

a Error magnitudes for methods KC4 / KC2. 
bError magnitude for interpolation followed by correlation is ( IK) is 200 ps. ( Interpolation using zero-valued 
samples insertion and filtration. Interpolation rate I: I 00.) Computation time for this method is much higher 
than for other methods. 
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Fig. 5. Signal approximation using least squares method -
dependence of error on sampling frequency. 

Absolute error for signal approximation and statistical eval­
uation method. Degree of approximation polynomial is two, 
SNR = OdB. 
Sampling frequency is = 50 Msample/s in blue, is 
10 Msample/s in green and is = 5 Msample/s in red. 
o ... mean error, + ... maximal error. 
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Fig. 6. Relative error for signal time shift computation using 
Fourier transform - without noise. 
Relative error for signal time shift computation using 
Fourier transform. ip = 1 MHz, without noise. 
Sampling frequency is 50 Msample/s in blue, 
is = 10 Msample/s in green, is = 5 Msample/s in red. 

Fig. 7. Absolute error for method of approximation of correlation 
function - SNR = 20 dB. 
Absolute error for method of approximation of correlation 
function. ip = 1 MHz, SNR = 20 dB. 
Approximation polynomial of degree 2: Sampling frequency 
is = 50 Msample/s in blue, is = 10 Msample/s in green, 
is = 5 Msample/s in red. 
Approximation polynomial of degree 4: Sampling frequency 
is = 50 Msample/s in black, is = 10 Msample/s in 
magenta. 
o ... mean error, + ... maximal error. 
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Fig. 8. Absolute error for method of approximation of correlation 
function - SNR = 10 dB. 
Absolute error for method of approximation of correlation 
function. ip = 1 MHz, SNR = 10dB. 
Approximation polynomial of degree 2. Sampling frequency 
is = 50 Msample/s in blue, is = 10 Msample/s in 
green, is = 5 Msample/s in red. 
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