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PREFACE

The proceedings contain 80 conference papers presented at the 35th conference Computational
Mechanics 2019, which was held at the Hotel Srní and Šumava in Srní, Czech Republic, on
November 4 – 6, 2019. This annual conference, which was attended by over one hundred partic-
ipants from the Czech Republic, Slovakia and from abroad, was organised by the Department of
Mechanics, Faculty of Applied Sciences of the University of West Bohemia under the auspices of

• Vlasta Radová, the Dean of the Faculty of Applied Sciences,
• Ivana Bartošová, the Vice-President of the Pilsen Region for Education and Tourism,
• Czech Society for Mechanics,
• Czech National Committee of IFToMM,
• Central European Association for Computational Mechanics.

The main objective of this traditional conference is to bring together academicians, re-
searchers and industrial partners interested in relevant disciplines of mechanics including

• solid mechanics,
• dynamics of mechanical systems,
• mechatronics and vibrations,
• reliability and durability of structures,
• fracture mechanics,
• mechanics in civil engineering,

• fluid mechanics and fluid-structure interac-
tion,

• thermodynamics,
• biomechanics,
• heterogeneous media and multiscale problems,
• experimental methods in mechanics,

to create an opportunity for meeting, discussion and collaboration among the participants. As
in the previous years, the three best papers presented at this conference were awarded the Czech
Society for Mechanics Award for young researchers under 35 years of age.

To all conference participants, we offer the possibility to publish their peer-reviewed full
papers in the international journal Applied and Computational Mechanics indexed by
Scopus. This journal has been published by the University of West Bohemia since 2007 (see
https://www.kme.zcu.cz/acm/).

We would like to express our gratitude to all the invited speakers for their significant con-
tribution to the conference and the time and effort they put. Considerable acknowledgement
belongs also to the members of the Organising Committee for their important work.

We strongly believe that all participants of the CM2019 enjoyed their stay in the beautiful
nature of the Šumava region in a meaningful way. Finally, we would like to invite you all to
come to the next conference CM2020.

Jan Vimmr
University of West Bohemia
Chairman of the Scientific

Committee

Vítězslav Adámek
University of West Bohemia
Chairman of the Organising

Committee
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Optimization and control of mechatronic tensegrity for robotics 

A. Balona, Z. Šikaa  

a Department of Mechanics, Biomechanics and Mechatronics, Faculty of Mechanical Engineering, Czech Technical University in Prague, 

Technicka 4, Praha 6, Czech Republic 

1. Introduction 

Tensegrities are stable structures consisting of discontinuous compressive members and 

continuous tensile members. In engineering applications compressive members are often rods 

that do not touch each other, while tensile members are often pretensioned cables. The word 

tensegrity comes from conjugation of words tension and integrity [4]. Active tensegrities are 

gaining popularity in applications regarding mobile robots and deployable structures (Fig. 1). 

Our goal is to explore possibilities of active tensegrity application in robotic manipulators. 
 

 
 

Fig. 1. (Left) mobile tensegrity robot “Super Ball Bot”, (right) deployable antenna using tensegrity structure 

2. Dynamic model of planar tensegrity 

Dynamic model is derived using Lagrange Equations of Second Kind with following 

assumptions. Individual rods are considered as perfectly rigid bodies, friction in joints is 

ignored, mass of cables is ignored, and cables are modelled as parallel combination of tension 

spring and linear viscous damper. However dynamic model alone does not provide stability of 

tensegrity. 

3. Form-finding optimization 

Form-finding is a process of searching for such pretension in cables that stabilizes the 

tensegrity structure. Static form-finding method, called Force Density Method, is used to 

stabilize the dynamic model. Advantage of this method is that only topology describing the 

connection of cables and rods needs to be known. Force density method analyses so called 

Stress Matrix which describes force densities between individual nodes of a tensegrity [1]. 

Genetic algorithm is used to solve the form-finding problem as presented in [2]. This 
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approach also allows to use the symmetric nature of tensegrity structures to reduce the 

number of optimization parameters significantly.  

 
Fig. 2. (Left) initial state of 15 DOF tensegrity and its equilibrium state. (Right) plot showing the evolution of 

individual coordinates of the dynamic model from the initial state to the equilibrium state 

4. Motion control 

Motion control of stable planar tensegrity is achieved by varying free lengths of pretensioned 

cables. For this purpose, Computed Torque Control method is applied to the dynamic model 

of planar tensegrity with 15 DOF (Fig. 2). Since this method involves solving inverse 

dynamics problem and it is assumed that each of total 22 cables are active, an undetermined 

system of equations needs to be solved. This allows to optimize the result in such way that all 

cables are pretensioned and no force exceeds specified limit given by the cable properties. 

5. Eigenmotion 

To plan the motion of the 15 DOF tensegrity a concept called Eigenmotion is used. 

Characteristic of Eigenmotion is that total mechanical energy is constant during motion [3]. 

This concept allows to control the motion of the tensegrity so that control inputs only 

compensate the energy dissipation in the system. Furthermore, Eigenmotion of tensegrity can 

be varied by adjusting mass of individual rods or stiffness of cables to match the Eigenmotion 

with desired motion. Adjusting of these parameters is solved as an optimization problem. This 

optimization is solved in a model without energy dissipation. Applying optimization results to 

a model with active control and energy dissipation leads to an energy efficient control. 
 

 

 

Fig. 3. Desired positions of rod 6 at time t = 0 s, t = 0.4 s, and t = 0.8 s for Eigenmotion optimization 
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Fig. 4. (Left) comparison of total mechanical energy between trajectory generated with quintic polynomials 

(red) and trajectory obtained from Eigenmotion optimization (blue). (Right) comparison between total 

mechanical energy of passive tensegrity in a model without dissipation (blue) and total mechanical energy of 

controlled tensegrity in a model with dissipation (red) 

6. Conclusion 

To explore the possibilities of use of active tensegrities in robotic manipulators a dynamic 

model of planar tensegrity was derived. This model was then stabilized using genetic 

algorithm to solve the form-finding problem. Computed torque control was then applied to the 

model to control motion of tensegrity. Lastly, Eigenmotion concept was applied to control the 

tensegrity in energy efficient manner. 
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SHAVO control of a morphing wing 

P. Beneša, Z. Šikaa, M. Hromčíkb, F. Svobodab, A. Balona 

a Faculty of Mechanical Engineering, CTU in Prague, Technická 4,160 00 Praha 6, Czech Republic 
b Faculty of Electrical Engineering, CTU in Prague, Technická 2,166 27 Praha 6, Czech Republic 

Conventional wings are usually designed for a single typical flight condition, or for a 

balanced combination of multiple flight conditions. Therefore, they cannot be fully optimal 

for a wide range of flight modes simultaneously. Continuously variable profile geometries 

promise significantly increased efficiency, minimized drag, and low noise levels compared to 

wings with conventional flaps with necessary constructional gaps. The use of smart materials 

eliminates the large and heavy traditional actuators. The associated reduction in weight and 

air resistance also means significant fuel savings and therefore cost savings. Moreover, the 

usage of smart materials reduces energy conversions and related losses (classical 

servomechanisms with electrical to mechanical or hydraulic forces). Reducing the number of 

individual parts also provides better system reliability. 

The morphing wing technology appears as feasible and very promising way for near future 

air transportation and wind power generation systems. The airfoil fabricated from smart 

materials and equipped with a vast number of integrated actuators and sensors can be used for 

active damping, increased resistance to flutter, higher lift-to-drag ratio of air vehicles or better 

efficiency of wind power generators in various operational regimes. Finding the right control 

concept is key to achieve the desired features. The SHAVO control approach combines 

advantages of the feedforward command shaping and the feedback control. The command 

shaping part based on the model of the system is capable to quickly and efficiently eliminate 

residual vibration while the feedback part ensures the stability and robustness to unmodeled 

disturbances and deviations. The structure of SHAVO control is in Fig. 1. 
 

 
 

Fig. 1. Structure of SHAVO control, [1] 
 

The system model is used not only to design the shaper itself, but also to predict the 

behaviour of the controlled system. The feedback part then compensates only differences 

between the expected and the actual state. 

 Command shaper used in the SHAVO structure is based on an optimized control curve 

that is converted into the form of a dynamic shaper with re-entry property [2]. Unlike 

traditional approaches to command/shaping control the length of the shaper is not determined 

by the system natural frequency and thus can be set arbitrarily (with respect to limits of the 

actuator). 
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 The simulation model is based on state space representation of the wing dynamics [3]. 

We considered small displacements and linear elastic material, thus the Hooks law is valid. 

Some of the first simulation results are in Fig. 2. The desired input was a step signal. The 

model error has been introduced in the form of 10% change of mass. The external disturbance 

was represented by randomly added noise. The performance of SHAVO control was 

compared to command shaping without feedback. 
 

 
 

Fig. 2. Simulations: model error and external disturbance 
 

Simulation experiments proved that SHAVO approach is capable to deal with both model 

error and unpredicted external disturbance. Actuator requirements remain practically the same 

as in the case of the pure command shaper. The next step will be the application to the smooth 

morphing trailing edge demonstrator [4].   
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Comparison of two numerical approaches for simulation of fire 

with radiative heat transfer into solid walls 

V. Bětáka 

a Czech Aerospace Research Centre, Department of Engines, Beranovych 130, 199 05 Prague, Czech Republic 

1. Introduction 

Mathematical modeling of fluid flow is important in modern engineering. It allows us to im-

prove performance characteristics and increase the lifetime of modern products due to the pre-

diction of drag, lift, pressure and thermal load, pollutant emission or study of highly unsteady 

transition phenomena. Mathematical modeling is often used in cases where the application of 

the experimental method is limited such as in the case of combustion. Based on the length scale, 

these simulations can be divided into three areas. The smallest one relates to the simulation of 

combustion in the combustion chamber of gas turbines [1]. The middle one relates to modeling 

combustion in industrial chambers such as glass melting furnace [2]. The great one is focused 

on fire modeling in buildings and exteriors. Part of this topic will be discussed in the following 

paper. 

There are two possibilities for fire modeling. The first one is based on an empirical approach 

and does not include any additional equation connected with combustion modeling. The second 

approach is based on combustion modeling and it is suitable for complex geometries.  

To evaluate the fire resistance, the heat load of the wall must be overstated. The wall can be 

heated by direct contact with the hot gases or by radiation. The radiation model and its depend-

ence on the combustion model will be presented in this paper. 

2. Mathematical model 

The fire modeling is based on the following system of equations 

𝜕ρ

𝜕𝑡
+

𝜕

𝜕𝑥𝑗

(ρ𝑢𝑗) = 0, (1) 

𝜕

𝜕𝑡
(ρ𝑢𝑖) +

𝜕

𝜕𝑥𝑗

(ρ𝑢𝑖𝑢𝑗) = −
𝜕𝑝

𝜕𝑥𝑖

+
𝜕

𝜕𝑥𝑗

[(μ + μ𝑡)(
𝜕𝑢𝑖

𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖

−
2

3

𝜕𝑢𝑘

𝜕𝑥𝑘

δ𝑖𝑗)], (2) 

𝜕

𝜕𝑡
(ρℎ) +

𝜕

𝜕𝑥𝑗

(ρℎ𝑢𝑗) =
𝜕

𝜕𝑥𝑗

[(α +
μ𝑡

𝑃𝑟𝑡

)
𝜕ℎ

𝜕𝑥𝑗

] + 𝑆ℎ , (3) 

where ρ is density, 𝑢𝑖  is a component of the velocity vector, 𝑝 is pressure, μ is 

a dynamic viscosity, ℎ is enthalpy, α is a coefficient of heat diffusion and μ𝑡 is 

a turbulent viscosity. Source terms in enthalpy equations represent via 𝑆ℎ. 

The empirical model is based on the combustion heat 𝑄̇ of fuel and relationship defined 

in [3,5] especially length of flames which is based on the diameter of the fire pool 

𝐿𝑓 = −1.02𝐷 + 0,0148𝑄̇
2
5. (4) 

These parameters define a cell zone where is prescribed source term in enthalpy equations. 
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If the combustion model is included, then the system of equations (1) – (3) is extended 

by transport equation for mass fraction 𝑌𝑖 

𝜕

𝜕𝑡
(ρ𝑌𝑖) +

𝜕

𝜕𝑥𝑗

(ρ𝑌𝑖) =
𝜕

𝜕𝑥𝑗

[(μ + μ𝑡)
𝜕𝑌𝑖

𝜕𝑥𝑗

] + 𝑆𝑌𝑖
, (5) 

where 𝑆𝑌𝑖
represent source terms. 

The Number of additional PDE and ODE equations is depended on the complexity 

of the combustion model. In this case is used the simplest one equation combustion model 

called “infinitelyFastChemistry” [6] which is used one constant 𝐶for tuning heat release rate. 

The radiative model has to be included in fire simulation. The P1 radiation model [7] was 

chosen first but had to be replaced by DO(discrete-ordinates) radiative model [4]. 

In order to capture the heat flux into the wall correctly, the energy equation in solid region 

has to be solved. This equation is described by following partial differential equation 
𝜕ℎ

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
[(α)

𝜕ℎ

𝜕𝑥𝑗
] = 0 . (6) 

Based on required properties a suitable solver has to been chosen. ChtMultiRegion from 

OpenFOAM [6] library is used. This solver is based on PISO algorithm and allow to solve 

coupled problem of fluid flow with heat transfer through solid region. 

3. Results 

Fire simulation is tested on simplified geometry with a defined pool (1x1 m) which is 1.5 m 

away from the wall as is shown in Fig. 1. The rate of fuel (kerosene) vaporization from 

the pool is prescribed as 0.022 kg s-1 m-2 at temperature 480 K. This amount of fuel correspond-

ing to firepower 0,96 MW. The ambient boundary conditions (300 K, 101325 Pa) is prescribed 

at free stream boundaries. 

The simulation model is shown in Fig. 1 where the pool is located at a given distance from 

the wall. The computational domain is constructed by hexa-dominant algorithm and consist 

from 488k cells. 
 

  

a) geometry description  b) example of computational domain 
 

Fig. 1. The computational domain 
 

Determining radiative heat flux is the goal of the simulation. There are compared three 

models. The first one is based on empirical approach and RANS turbulence model (“case1”). 

The second and third one is based on a simplified combustion model which is used with 

different turbulence model. The first one is based on RANS approach (“case2”) and the second 

one is based on DES approach (“case3”). The results are shown in Figs. 2 and 3. It is possible 

to see that the model based on a simplified chemical model predicting about three times greater 

radiative heat flux. This is caused by the application of the combustion model and modeling of 

radiative heat flux from three atomic molecules of H2O and CO2. The difference between the 
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turbulent model is at a height above 3 m where the higher radiative heat flux and wall 

temperature are predicted by simulation based on DES turbulence model. 
 

   

a) case1 b) case2 c) case3 
 

Fig. 2. Comparison of prediction radiative heat flux into wall by diferent model 
 

  

a) temperature b) wall heat flux 
 

Fig. 3. Profile of selected variables along wall symmetry axis 
 

The radiative heat flux intensity can be influenced by setting the combustion model constant 

𝐶. If the value is reduced, then radiative heat flux and wall temperature increased. 

If, on the other hand, the value is increased then radiative heat flux decreased. To achieve a 

similar flame temperature as in the case of the empirical model, it is necessary to select a con-

stant in the range from 20 to 50 as is possible to see in Table 1. 
 

Table 1. Overview of simulations 
 

 Combustion Turbulence C Wall heat 

flux [MW] 

Wall average 

temperature [K] 

Wall maximum 

temperature [K] 

Flame maximum 

temperature [K] 

Case 1 Emp. RANS  0.394 392 583 1405 

Case 2 Inf.Fast RANS 5 1.088 533 835 1597 

Case 3 Inf.Fast DES 5 1.183 552 829 1631 

Case 4 Inf.Fast DES 2 1.186 558 840 1711 

Case 5 Inf.Fast DES 1 1.215 556 840 1739 

Case 6 Inf.Fast DES 0.5 1.251 556 843 2269 

Case 7 Inf.Fast DES 0.1 2.283 709 1059 >2500 

Case 8 Inf.Fast DES 10 1.201 547 823 1584 

Case 9 Inf.Fast DES 20 1.174 546 814 1589 

Case 10 Inf.Fast DES 50 0.855 498 709 1320 

Case 11 Inf.Fast DES 100 0.744 460 640 1208 
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4. Conclusion 

Validation and calibration of a simplified combustion model is shown in this paper. This model 

is designed to simulate fire and temperature flux into a building wall for a study fire and struc-

tural safety of buildings. It is necessary to choose a combustion model that works with three 

and more atomic gases. These gases have a significant influence on the determination of the 

radiation heat flux. Their neglect reduces the radiation flow to 1/3. 

The calibrated model is used to simulate large fires near and inside buildings. 

Acknowledgments 

This work has been supported by the grant project Of the Ministry of the Interior of the Czech 

Republic no. VI20172020092 and by The Ministry of Education, Youth and Sports from the 

Large Infrastructures for Research, Experimental Development and Innovations project „IT4In-

novations National Supercomputing Center – LM2015070“ 

References 

[1] Betak, V., Numerical simulation of combustion in small aero engines by using segregated algorithm,Pro-

ceedings of the 12th conference on Power System Engineering, Thermodynamics & Fluid Flow, Pilsen, 

2019. 

[2] Betak, V., Advanced DES simulations of oxy-gas burner located into model of real melting chamber, Pro-

ceedings of the 14th international seminar on furnace design, operations and processes simulation, Velke 

Karlovice, 2017. 

[3] ČSN EN 1991-1-2. 

[4] Fiveland, W. A., Three-dimensional radiative heat-transfer solutions by the discrete-ordinates method. Jour-

nal of Thermophysics and Heat Transfer 2 (4) (1988) 309-316. 

[5] Kucera, P., Pokorny, J., Fire dynamics, VŠB-TUO, 2014. (in Czech) 

[6] OpenFOAM, www.openfoam.com 

[7] Sazhin, S.S., Sazhina, E.M., Faltsi-Saravelou, O., Wild. P., The P-1model for thermal radiation transfer: 

advantages and limitations, Fuel 75 (3) (1996) 289-294. 

9



 

Mathematical model for determining the viscoelastic properties of 

soft tissues using indentation tests 

V. Bittnera, F. Maršíkb 

aFaculty of Science, Humanities and Education, Technical University of Liberec, Czech Republic 
bInstitute of Thermomechanics of the CAS, v. v. i., Prague, Czech Republic 

1. Introduction 

Indenting is a mechanical stress test where a very hard indentor is pressed into the material 

under investigation. It takes use of a hard tip whose geometrical and mechanical properties are 

known. In a measurement, load placed on the indenter tip is progressively increased, until it 

reaches a user defined value Fmax. This load may be held constant for a period and is then 

gradually removed again. The periods of loading, holding and unloading the sample are user 

defined and recorded along with measured data. The course of the load curve for the 

viscoelastic material is shown in Fig. 1. 
 

 
Fig. 1. A typical course of the load curve when indenting a viscoelastic material by a cylindrical indentor 

 

The method is used especially for the testing of mechanical properties of materials at micro 

and nano scale. According to available sources, mathematical models are based on the theory 

of small deformations and developed especially to determine the hardness of the material. The 

question is whether it is possible to extend this reflection to a macroscopic scale and examine 

the viscoelasticity of materials? Such a concept could be used in medicine to objectify 

palpation examination of soft tissues, especially muscles. Instruments based on this principle 

already exist. They are called myotonometers. 

2. Aim 

The aim of the thesis was to create a mathematical model for the determination of viscoelastic 

properties of soft tissues using indentation stress tests. 
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3. Methods 

Problem is formulated for indentation of a solid cylinder penetrating into an infinite half-

space of viscoelastic material. The task is solved first, provided that the material is only 

elastic and with small deformations. The found shape of the deformation is used in the next 

step to formulate the tensor of deformation for the Neo-Hooke's hyperelastic material. The 

geometry of the task is shown in Fig. 2. 

 

 

 
Fig. 2. Penetration of the solid cylinder into half-space by the action of point surface forces F = (0; 0; Fz) 

4. Solution and results 

During each deformation the weight is retained. Deformation gradient Fi
I is used to determine 

deformation tensor. The change in density  is related to the change in volume (1-j). The 

volume change is proportional to the pressure p, K is the compressibility modulus (1) 
 

 

, det , ,

1 1 .

i
i i

o I I I

o

x
j j F F

X

p K j K





    



 
    

 

       (1) 

The constitutive equation for the homogeneous elastic material (2a) can be generalized to 

the viscoelastic material (2b), [3]. In loading tests is typically measured elastic modulus E and 

Poisson's ratio σ 

 

 

   
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m m

o

ij ij ij

o o

ij ij ij ij

E E
a t Ke e K

b t Ke e d K

  
 

    

   
 

   
      

   

 (2) 

Another generalization is the hyperelastic material (Neo-Hook's). It is especially suitable for 

low compressible materials [4] and is also useful for describing biological tissues [1]. For the 

geometry of Fig. 2, it can be shown that the main components of Green's stress tensor are 
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2

5/3

ˆ
, 0,zz xx yy
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j

  
     

 
     (3) 

where is the elongation in the main direction of deformation. For small deformations          

(d ~ 2a / 3) can be used equation 

 1 2 graddiv 0   u u ,        (4) 

where u = (ux; uy; uz) is the displacement vector. Assuming the force under the cylindrical 

surface generates pressure 

   
1/2

2

2
0 1 for

R
p R p R a

a



 
   

 
.      (5) 

Analytical solution can be found using the Green function method [2]. It can be shown that 

the only non-zero displacement is in the z-direction (for  0,R a ) and is equal to 

 
   21 0

z

a p
u d

E

 
  .        (6) 

The indentation size is the same under the entire indentor area and corresponds to the depth of 

indentation d (Fig. 1 and Fig. 2). 
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
         (7) 

Equation (7) is essential for determining the elastic material constants from the indentation 

test. 

For large deformations, it is necessary to find Green's tensor of deformation C (10) and its 

own numbers (in cylindrical coordinates) 
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 (8) 

Variable z represents compression of material in the z direction and is the surface 

curvature parameter. Next can be used (3). 

To determine the viscosity of the material can use the (2b) and the Oldquist equation (4). 

For unidirectional load can be written 
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where 0 [Pa.s] is the coefficient of viscosity. The velocity deformation tensor dij can be 

obtained from the tensor of large deformations  

12 ,T T

ijd   F CF C F F       (10) 

for small deformations, then 
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8 8

3
zz zz

d d
d e d

a a 

 
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 
        (11) 

5. Discussion 

From the experimental point of view, it is difficult to determine the coefficients j, z, n and . 

The coefficient 0 can be determined from the velocity of indentation d  at the corresponding 

stress. 

6. Conclusion 

The present study offers a theoretical analysis of indentation tests to determine the 

viscoelastic properties of soft tissues. The results can be used to objectify palpation 

examinations of the locomotor system by myotonometry. 

The proposed concept can be further developed for FEM and layered composite materials. 

Can be used to study the mechanical properties of 3D structures (nonwovens, fibrous, 

nanofibrous and composite structures, or foam materials). 
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Structural elements of multifloor frames 

P. Broža 

a Faculty of Applied Sciences, University of West Bohemia in Pilsen, Univerzitní 8, 301 00 Plzeň, Czech Republic 

1. Space supporting systems 

In compliance with the vertical structural elements composition we divide systems into 

skeletals, bearing-walls, and combined ones. In principle, we divide structural elements into 

two groups: the first said are bar elements and the second form flat ones. Walls are the flat 

plane structural elements loaded primarily in the middle-plane level that can be shaped like 

web girders and shear walls. The web girders exploit a load-bearing web of the higher floor to 

release the lower floor layout. Shear walls represent the basic components of the three-

dimensional stiffening of a building, these walls transfer the horizontal even vertical loads to 

foundation construction. 

2. Stiffening elements under horizontal loading 

As a rule, stiffening elements are made up of shear walls and communication cores, 

transferring not only the horizontal loadings but they represent even the vertical loading 

carry-over. [2] It is possible to determine the vertical loading magnitude from the issues 

analysis of floor plates or approximately from load areas of the adjacent floor structures. The 

horizontal loadings of the elements tackled are stipulated by both the building position and its 

structural design. Horizontal loading usually acting on buildings, apart from other things, are 

represented by eg    

 extraordinary horizontal loading 

 geotechnics load 

 seismicity loading 
 

2.1 Earth pressure loading 
 

This pressure can range whatever values between the active and passive pressure subject to 

the magnitude and strain direction, and displacement of both, the construction or its part. For 

very small (virtually negligible) strains of the structure, a soil acts for the most part in an 

elastic state, for bigger deformations, the structure under earth pressure gain importance the 

plastic (irreversible) deformation constituents gradually earth pressure ranges the increased 

active pressure values, and when squeezing into the soil more, plastic deformation 

constituents gradually gain importance and the earth pressure ranges magnitudes of the 

reduced passive pressure. 
 

2.2 Earth pressure at a standstill  
 

This pressure is expressed by a magnitude of the initial pressure at a standstill before building 

works are commenced which will be then influenced by technological processes when 

building up the supporting structure. The pressure at a standstill represents region of the 

predominant elastic deformation without almost significant strains. The limit values of the 
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earth pressure at a standstill are “active earth pressure” (the least value) and “passive earth 

pressure” (the highest value).  

         σ0 = σz . K0 , 

where 

        K0  = (1 – sin φ´ )√𝑂𝐶𝑅, 

 φ´     effective coefficient of soil internal friction, for cohesive soils it is possible 

    instead φ´ introduce  tg φc = tg φ + c/σz ,   

   φ      soil internal friction angle, 

 c                soil cohesion, 

  σz                vertical pressure at depth z, 

  OCR            coefficient of overcondolidation. 
 

2.3 Extraordinary loading 
 

Eg the gas explosion loading is in question, or the vehicle impacts (such as at the garages, car 

parks) or the high-lift trucks (in the halls and storage structures). 
 

2.4 Gas explosion loading 
 

The design pressure is contemplated as larger from among quantities 

       pEd  = 3.0 + pv  [kN/m2]  and  pEd  = 3.0 + 0.5 . pv + 0.04 / ( Av/V) 2 [kN/m2], 

where pv is an evenly distributed statical pressure in kN/m2 when the infilling elements are 

damaged.  

For glass walls is considered pv = 3kN/m2,  

Av area of exhaust elements in m2, 

V space volume in m3.  

The relations hold good for V ≤ 1000 m3 and Av/V ranges from 0.05 to 0.15 m-1. 
 

2.5 Seismic effects 
 

In a simplified fashion, this loading can be transferred to the horizontal forces loading applied 

in floor plate planes. In is necessary to consider the seismic loads if those are larger than the 

1.5 multiple of wind loading. When performing a reduced calculation of equivalent horizontal 

forces, we determine the first natural frequency of the building. 
 

2.6 Dynamic structural characteristics: 
 

Magnitude                                                                           X direction             Y direction 
 

Stiffness constant to calculate natural frequency  Kx = 3EIx/hi
3  Ky = 3EIy/hi

3 

Natural frequency                    ωx  = √𝐾𝑥/𝑀 ωy  = √𝐾𝑦/𝑀 

Vibration period     T1x= 2π/ωx        T1y= 2π/ωy 

Design value of spectrum acceleration corresponding Sdx=Sd(T1x)  Sdy=Sd(T1y) 

to vibration period 

Total equivalent horizontal force                                   Fbx=Sdx
.M.λx  Fbx=Sdx

.M.λx   

In the event of reduced method of equivalent horizontal forces determination, the biggest 

value of the spectrum acceleration is usually considered (B – C region). 
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Fig. 1. Spectrum acceleration belonging to the construction work location, [1]                                                  

3. Design documentation 

Within the bounds of program documentation of a multifloor structure there is chiefly 

important to determine the loading on its walls and columns. Concurrently, load-bearing 

reinforced concrete elements are dimensioned above all with respect to the horizontal 

reinforcement, and further the load-carrying capacity for masonry, steel connections, and 

timber plates is checked.  

Eg, according to [3], program problems can embrace: wind loading determination; design 

walls and columns; global loading division of both floor slabs and bed-plate foundations; 

control of both actions and loading stages; imperfect loadings determination (earthquake 

loading, response forces, buckling resistance coefficients); determination of the extreme loads 

for walls and columns; vertical loadings summarisation; verification dependent on material; 

presentation of results. 

                                                     

Fig. 2. Top building being load himself, [3]                                                  

Problem algorithm is illustrated in Fig. 2. A top part of the building originates loading in 

the form of both the dead load and imposed one. It is subjected to further loadings (eg snow) 

and primarily also to horizontal wind loads and aptly as loading or imperfect one.  

Loadings can be summarized and transferred to a floor slab in the top edge height of the 

monitored storey. Now, it is necessary to prove that the walls and columns can jointly catch 

these loadings when applying safety defined concepts. In order to a necessity is to divide 

loadings into individual load – bearing elements. This division is performed in a ratio of walls 

to columns taking into account the facts in this way, that supporting elements react by diverse 
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response forces to a displacement (rotation) of the plates. It is assumed that the walls are 

subject in the wall direction only. Possible wall loadings scheme is fully described by the 

quantities qai, qei and Hi. This approach will be a success all the time, at least, if three walls 

are defined which do not lie on line, its basic lines do not intersect in the same point and some 

of whom one wall has not located parallel to the other one.    

4. Conclusions 

In the paper presented, important problems of both the design and assessment of multi-storey 

structures are laid down, particularly horizontal stiffness guarantee, coupling and analysis of 

shape factors of structural elements, what is connected with requirements for their layout and 

systematization of horizontal loadings. In next part, the guidelines for operating sequence in 

the points concerning, apart from other things, eg material properties and dimensioning 

reinforced concrete and columns.  
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Vibration analysis of interacting blades is an essential part in steam turbine design. However,
modern large-scale finite-element-based computational models with a considerable number of
degrees of freedom constitute challenges when used in dynamic simulations due to their com-
plexity and time-consuming computations. Thus, various model reduction techniques are em-
ployed to lower the computational costs [1, 3]. In this contribution, a new generalized modal
reduction method based on the complex modal values of the linearized nonconservative system
is utilized.

Let us consider a rotating turbine blading with frictional inter-blade couplings (see Fig. 1).
The corresponding equations of motion can be written in the form

Mq̈ + (B + ω0G) q̇ +
[
KS + ω2

0 (Kω −Kso) +KC

]
q = fF (q, q̇) + fE (t) , (1)

where q is the global vector of the generalized coordinates of all blades, M , B, ω0G, KS ,
ω2
0Kω and −ω2

0Kso are the block-diagonal matrices of mass, internal damping, gyroscopic
effects, static stiffness, centrifugal stiffening and softening due to modelling in the rotating
frame, respectively, KC is the stiffness matrix corresponding to the linearized normal contact
forces in couplings, fF (q, q̇) is the vector of the nonlinear frictional forces and fE (t) is the

Fig. 1. (Left) Bladed turbine disk consisting of one hundred MTD30-HP15 blades; (right) drawing of
a segment of the disk with contact forces
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vector of the harmonic excitation forces. Eq. (1) may then be expanded to the state-space form

Nu̇+ Pu = p, (2)

where

u =

[
q̇

q

]
, N =

[
0 M

M B + ω0G

]
,

P =

[
−M 0

0 KS + ω2
0 (Kω −Kso) +KC

]
, p =

[
0

fF (q, q̇) + fE (t)

]
. (3)

In the first step, modal analysis of the linearized homogenous system

Nu̇+ Pu = 0 (4)

is performed. Complex right U and left W modal matrices (in the state space) can be written
as

U =

[
QΛ

Q

]
, W =

[
RΛ

R

]
, (5)

where Q and R, corresponding to complex spectral matrix Λ, represent complex right and left
modal matrices in generalized coordinates, respectively. Nevertheless, we consider only the
reduced spectral matrix

Λred = diag[λ1, . . . , λR, λ∗1, . . . , λ
∗
R] = diag[Λsub,Λ

∗
sub], (6)

where λi, i = 1, 2, . . . , R, are selected (master) complex eigenvalues with positive imaginary
parts and λ∗i are their complex conjugates. Potential real eigenvalues are excluded. Correspond-
ing right Ured and left Wred reduced modal matrices in the form

Ured =

[
QredΛred

Qred

]
, Wred =

[
RredΛred

Rred

]
(7)

are composed of the matrices

Qred = [Qsub,Q
∗
sub] , Rred = [Rsub,R

∗
sub] , (8)

where the submatrices Qsub and Rsub contain master complex eigenvectors corresponding to
the eigenvalues λi and the submatrices Q∗

sub and R∗
sub contain their corresponding complex

conjugates.
In the second step, applying modal transformation

u = Ured x, (9)

where

x = [x1, . . . , xR, x
∗
1, . . . , x

∗
R]

T =

[
xsub

x∗
sub

]
(10)
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is the vector of the master complex modal coordinates xi, i = 1, 2, . . . , R, and their complex
conjugates x∗i , and with regard to the biorthonormality conditions

W T
redNUred = E, W T

redPUred = −Λred, (11)

where E is the identity matrix, Eq. (2) leads to
[
ẋsub

ẋ∗
sub

]
−
[
Λsub 0

0 Λ∗
sub

][
xsub

x∗
sub

]
=

[
RT

sub

RH
sub

]
[fF (q, q̇) + fE (t)] . (12)

Finally, the dynamic response in the generalized coordinates is, according to relations (3), (7),
(8), (9) and (10), given by

q = Qsubxsub +Q∗
subx

∗
sub = 2Re (Qsubxsub) , (13)

q̇ = QsubΛsubxsub +Q∗
subΛ

∗
subx

∗
sub = 2Re (QsubΛsubxsub) . (14)

The presented methodology was used to perform vibration analysis of the high-pressure
turbine blading consisting of one hundred MTD30-HP15 blades [2] (see Fig. 1), where three
different values of the coefficient of friction f were compared (see Fig. 2). It proved to be a
valuable tool and provided a computationally cheap approach without incurring significant loss
of accuracy.

Fig. 2. Dynamic response of the blades to harmonic excitation for three different values of the coefficient
of friction f
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Convolution neural network (CNN) is a class of neural networks developed for image process-
ing. The common use of CNN lies in objects classification or image segmentation, see Fig. 1.
A typical CNN architecture consists of a sequence of convolution and pooling layers, see Fig. 1
(left). The convolution layers provide the convolution using a selected kernel function, while
the pooling layers reduce the data dimensions. At the output of the CNN is fully connected
(dense) neural network, which can make an object classification, see Fig. 1 (left). In the case of
image segmentation (Fig. 1 (right)), the additional layers are connected to the output of dense
neural network to recover the original shape of the input data. The additional layers are created
using convolution and up-sampling (reversed to pooling) layers. The resulting CNN is usually
called autoencoder or U-net, see Fig. 2. The autoencoder (U-net) is the base architecture for the
use of CNN in physical modelling.

Fig. 1. (Left) The use of the CNN for the cars classification. The image was taken from the web site [7].
(Right) The use of the CNN for the organ segmentation in the human body [6].

The pioneering use of the CNN for the steady fluid flow simulation was published in the
paper [4], where the input image, which contains the boundary information, was transformed to
the velocity field. The CNN was trained on the set of solutions, for various boundaries, solved
by the lattice Boltzmann method. The results show good accuracy of the generated velocity
field. The use of CNN for the unsteady fluid flow simulation was described in [5].

This work aims to use CNN for the pressure prediction along the NACA airfoil and establish
the lift and drag coefficients. The knowledge of the lift and drag coefficients in dependence on
the angle of attack is the most important airfoil characteristic. The determination of the lift
and drag coefficients by the classical CFD methods, such as finite volume or finite element
methods, is very time-demanding. This is inappropriate when a new profile is being designed
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Fig. 2. Architecture of the U-net CNN used for the pressure prediction around a NACA airfoil

using the optimisation techniques, where the calculation of the pressure field for many different
variations of the geometry is necessary. The use of CNN aims to utilize the fast prediction of
the flow field, from which the pressure distribution around NACA airfoil could be extracted.

For the prediction of the flow field the U-net architecture described above was considered.
The x and y coordinates of the structured C-mesh with 64× 32 points was set as a CNN input,
see Fig. 3. At the output the flow field, which includes density, pressure and velocity in x and y
directions, is generated. The CNN include two decoding and encoding convolution layers with
ReLU (Rectified Linear Unit) activation function. The dense neural network (basically fluid
flow solver) between decoder and encoder has four layers. The CNN contains 106 324 trainable
parameters in total.

Fig. 3. (Left) C-mesh around an airfoil generated using the elliptic mesh generator. (Right) Airfoil
generated by Bezier curve with eight control points (red dots).

The input C-mesh is generated using the elliptic mesh generator. The airfoil body in the cen-
ter of the C-mesh is described using the Bezier curves with eight control points Xp = [xp, yp],
p = 1, 2, ..., 8, where the first and the last control points are the same at the tail of the airfoil.
For the simplicity, the xp coordinates of the control points were fixed and yp coordinates were
varying in the interval [−0.25, 0.25]. The airfoil was consequently parametrized by six free
parameters. The choice of five division per interval for each yp leads to 65 = 7776 variants of
the airfoils. After filtering the inappropriate airfoils, for example with a negative area, the set
of 1866 airfoils were left. The simulation of fluid flow around each of airfoils was performed
using the open-source CFD software FlowPro [2]. The nonlinear system of Euler equations was
chosen for the simulation of inviscid fluid flow. The angle of attack was set to α = 0 and Mach
number to M∞ = 0.4. For the speed-up of the calculation, only the first order of spatial accu-
racy was utilised. The numerical simulation of all the 1866 airfoil variants took 7.4 hours of the
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Table 1. The relative error of the generated lift coefficient for different angles of attack α and NACA
four digit airfoils

α / profile 0012 2412 4412 6615 8607 9210 0020 0030
5◦ 2.57 3.45 0.24 6.12 2.07 4.76 2.63 2.60
10◦ 2.89 2.71 2.39 6.29 0.75 0.56 0.93 5.30
20◦ 4.50 4.11 3.32 3.52 3.88 1.92 3.00 4.54

CPU time (intel i7, 4-cores), where pure computation took 4.5 hours and the mesh generation
with the preliminary phase took the rest of the CPU time.

The implementation of CNN was done using the open-source software Keras [3] through the
python interface. The Keras software provides an interface to a TensorFlow [1] library, which
is an open-source software library for dataflow used for machine learning. The designed neural
network was trained on the full set of 1866 airfoils, with RMSProp (Root Mean Square Prop)
optimiser. The evaluation of all the airfoils with the CNN took 10.7 s of CPU time, which is
approximately 1500 times faster than computation by traditional computation methods.

The precision of CNN generated solution was tested on the set of NACA profiles, which
were not presented in the training set. Table 1 shows the relative error between the CFD solution
and the generated CNN solution computed as

error = 100
|cCFD

L − cCNN
L |

cCFD
L

[%].

The relative error is below five percent in most cases, which is a good result. Together with the
speed of generation, CNN can be used as a powerful tool in the optimisation process. Fig. 4
shows the NACA 4412 airfoil and the corresponding CFD and CNN pressure fields around the
airfoil body for different angles of attack.
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This paper is dedicated to a description of finite elements defined using the absolute nodal co-
ordinate formulation (ANCF). The ANCF is a modern finite element formulation which is suit-
able for modelling of flexible bodies that are parts of multibody systems. The main advantage
of these elements is their ability to describe large displacements and rotations of flexible bodies.
As it is mentioned in [3, 5], the ANCF elements can exactly describe an arbitrary rigid body
motion of a discretized flexible body. This ability is achieved by using absolute position vectors
of nodes and their gradients (slopes) with respect to local element coordinates as nodal coor-
dinates. Unlike the ANCF method, classical finite element formulations of beams and shells
use infinitesimal rotations instead of slopes as nodal coordinates which leads to a nonzero ele-
ment elastic forces in case of an arbitrary rigid body motion [5] and thus these classical finite
elements are not suitable for large motion problems.
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Fig. 1. Deformed fully parameterized ANCF beam element and ANCF plate element with vectors which
defining the nodal coordinates (absolute positions of nodes and gradients in nodes)

In Fig. 1, a deformed fully parameterized original ANCF beam element and ANCF plate
element are shown. In this picture, coordinates X1X2X3 represent the global (absolute) coor-
dinate system and xyz is a local element coordinate system. For the beam element, coordinate
x ∈ 〈0, le〉 is the axial parameter of the beam centerline and le is the beam element length. Co-
ordinates y and z are cross-sectional beam coordinates. In case of the plate element, coordinates
x ∈ 〈0, ae〉 and y ∈ 〈0, be〉 are plate mid-surface coordinates and z ∈ 〈− te

2
, te

2
〉 represents the

coordinate perpendicular to plate mid-surface. Parameters ae, be and te are the plate element
length, width and thickness.

The absolute position vector of node i is denoted as r(i), where i = {A, B, C, D, K, L}.
In Fig. 1, and in further text of this paper, following symbolic notation for partial derivatives of
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node position vector is used

r
(i)
,j =

∂r(i)

∂j
, j = {x, y, z} . (1)

These partial derivatives represent slope vectors or gradients of node position vector with re-
spect to local coordinates.

The nodal coordinates of chosen node i can be written as

e(i) =
[
r(i)T , r(i)T,x , r(i)T,y , r(i)T,z

]T
. (2)

From Eq. (2), it is apparent, that each node has three positional degrees of freedom and nine
degrees of freedom related to the components of three gradients. The ANCF beam element
has 24 degrees of freedom because it uses two nodes – K and L. Its resultant vector of nodal
coordinates can be expressed as

e =
[
e(K)T , e(L)T

]T
. (3)

The vector of nodal coordinates of the ANCF plate element can be expressed in the similar
way with a difference in number of nodes – it uses four nodes (A, B, C and D). The resultant
element has 48 degrees of freedom and its vector of nodal coordinates is

e =
[
e(A)T , e(B)T , e(C)T , e(D)T

]T
. (4)

It must be noted here that the vector r(i)T,z (plate element) or vectors r(i)T,z and r
(i)T
,y (beam ele-

ment) can be omitted from the Eq. (2). The resultant element is called gradient-deficient ANCF
element [2], its element elastic forces are derived in another manner than it is described later in
this paper and these elements are suitable mainly for thin structures.

In case of the original ANCF beam element, the position vector r of arbitrary beam point
p is approximated using cubic polynomials in x and linear polynomials in y and z, which is
written in following form [2]

r =



a0 + a1x+ a2y + a3z + a4xy + a5xz + a6x

2 + a7x
3

b0 + b1x+ b2y + b3z + b4xy + b5xz + b6x
2 + b7x

3

c0 + c1x+ c2y + c3z + c4xy + c5xz + c6x
2 + c7x

3


 , (5)

where coefficients a, b and c can be expressed using known local coordinates of nodes. In case
of plate elements it is similar with the difference that a cubic approximation is used in y. Then
the interpolation uses following set of basis polynomials

[
1, x, y, z, xy, xz, yz, x2, y2, x3, y3, x2y, xy2, xyz, x3y, xy3

]
. (6)

After several operations, the global position vector of arbitrary beam/plate point p can be ex-
pressed as

r = S (x, y, z) e, (7)

where S is the matrix of shape functions of a chosen element (differs for beam and plate ele-
ments).

After the kinematic description of ANCF elements, the element kinetic energy is

Eke =
1

2

∫

Ve

ρṙT ṙdVe, (8)

27



where Ve is the element volume and ρ is material density. With the use of (7), the resultant
constant mass matrix has a form

Me =

∫

Ve

ρSTSdVe. (9)

There are several procedures for ANCF element elastic force derivation. The original
ANCF elements use the continuum mechanics approach. In this formulation, the Saint Venant–
Kirchhoff material model is used and the strain energy is

Ue =
1

2

∫

Ve

εTEεdVe, (10)

where E is the matrix of the elastic constants of the material and ε is the vector of components
of Lagrange–Green strain tensor written as

ε = [εx, εy, εz, 2εxy, 2εxz, 2εyz] , (11)

where
εx = 1

2
(rT,xr,x − 1), εy =

1
2
(rT,yr,y − 1), εz =

1
2
(rT,zr,z − 1),

εxy =
1
2
rT,xr,y, εxz =

1
2
rT,xr,z, εyz =

1
2
rT,yr,z.

(12)

The resultant nonlinear vector of element elastic forces is

Qe =
∂Ue

∂e
. (13)

Based on the described formulation an in-house software in Matlab that uses ANCF beam
and plate elements was created and was used in several applications. The typical benchmark
simulation for ANCF beam elements is the simulation of a motion of a flexible pendulum. This
benchmark problem is used to demonstrate the ability to describe large motions of the flexible
bodies. In Fig. 2, the snapshots of the pendulum motion in discrete time steps are shown. The
pendulum is 2 m long, has a square cross-section with the edge length of 0.01 m, material
density is 4000 kg.m−3, Young’s modulus is 108 Pa, Poisson’s ratio is 0.3 and 10 ANCF beam
elements are used.
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Fig. 2. Visualisation of the flexible pendulum in discrete time steps

Similar benchmark problem is typical for plate elements testing and demonstration – flexible
plate pendulum. The tested flexible plate length is 1 m, width is 1 m and thickness is 0.02 m.
The plate is connected to the ground by spherical joint in one plate corner. The chosen material
density is 1000 kg.m−3, Young’s modulus is 105 Pa, Poisson’s ratio is 0.3 and 8 × 8 plate
elements are used. The snapshots of the flexible plate motion in discrete time steps are shown
in Fig. 3.
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Fig. 3. Visualisation of the flexible plate in discrete time steps

There are a lot of practical use of various ANCF elements. In paper [1] ANCF beam ele-
ments were used for cable modelling and the cable–pulley interaction model is investigated and
verified by experiment. The ANCF beam and plate elements were successfully used for nonlin-
ear dynamic analysis of parabolic leaf springs in paper [6]. In fact, the ANCF method can be
used anywhere, where the flexibility of bodies of multibody systems is not negligible, such as
detailed tire modelling, dynamics of thin membrane structures used in aerospace or modelling
of railway catenary. For completeness it is necessary to mention that also solid ANCF elements
were developed recently [4] and they can be used, e.g., for rubber structures modelling. The
main disadvantage of ANCF method is, that the resultant dynamic simulations are relatively
time consuming which is caused by nonlinearity of the elastic forces and higher number of
element degrees of freedom.
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Whirl flutter is aeroelastic flutter instability that may appear on turboprop aircraft. It is driven 

by motion-induced unsteady aerodynamic propeller forces and moments acting on the 

propeller plane and it may cause unstable vibration of a propeller mounting, leading to the 

failure of an engine installation or an entire wing. Therefore, airworthiness regulation 

standards include also requirements related to the whirl flutter; however, these requirements 

are specified just generally without any detailed description of the acceptable means and 

methodologies of compliance. This paper describes the methodology of compliance with the 

requirements of FAR / CS 23 and 25 regulation standards applicable for utility, commuter and 

for larger transport aircraft.  

The principle of the whirl flutter phenomenon is outlined on a simple mechanical system 

with two degrees of freedom. A flexible engine mounting is represented by two rotational 

springs of stiffnesses KΨ and KΘ, as illustrated in Fig. 1. 
 

 

Fig. 1. Gyroscopic system with propeller 
 

Such a system has two independent mode shapes (yaw and pitch) with angular frequencies 

Ψ and Θ. For a propeller rotation with angular velocity Ω, the gyroscopic effect causes both 

independent mode shapes to merge into a whirl motion. The axis of rotation of the propeller 

exhibits an elliptical movement. The orientation is backward relative to the propeller rotation 

for the mode with the lower frequency (backward whirl mode) and forward relative to the 

propeller rotation for the mode with the higher frequency (forward whirl mode). The 

gyroscopic motion results in changes in the propeller blades' angles of attack, consequently 

leading to unsteady aerodynamic forces. These forces may induce whirl flutter instability. The 

flutter state is defined as the neutrally stable state with no damping of the system, and the 

corresponding airflow (V = VFL) is called the critical flutter speed. If the air velocity is lower 

than flutter speed (V < VFL), the system is stable and the gyroscopic motion is damped 
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(Fig. 2a). If the airspeed exceeds the flutter speed (V > VFL), the system becomes unstable, 

and the gyroscopic motion is divergent (Fig. 2b).  
 

 

 
(a)                                                                            (b) 

Fig. 2. Stable (a) and unstable (b) states of gyroscopic vibrations for the backward flutter mode 
 

For whirl flutter analysis, two approaches may be employed: 1) Standard approach in 

which the input data are parameters of a structure and the outputs of the analysis are whirl 

flutter characteristics, i.e., V-g-f diagrams, and flutter speed and flutter frequency. The 

solution is performed for multiple velocities and the state with the zero damping represents 

the critical flutter state. 2) Optimisation-based approach employing gradient-based 

algorithms. In this case, the flutter speed is set as an input parameter (certification speed), and 

the results are critical values of structural parameters. This solution, which is performed only 

for a single velocity, enables to obtain the stability margin for the specified certification 

speed. The analysed states are then compared with respect to the stability margin only. Such 

an approach can save large amount of time because the number of analyses required by the 

regulations is dramatically reduced.   

FAR / CS 23 represent the simpler category of standards, applicable to the smaller 

turboprop aircraft. The whirl flutter-related requirement included in §629(e) is applicable for 

all configurations of aircraft regardless the number and placement of engine(s). §629(e)(1) 

includes the main requirement to evidence the stability within the required V-H envelope, 

while §629(e)(2) requires the variation of structural parameters such as the stiffness and 

damping of the power plant attachment. The latter represents the influence of the variance of 

the power plant mount structural parameters when simulating the possible changes due to 

structural damage (e.g., deterioration of engine mount-isolators). Analysis must include all 

wing mass configurations, especially fuel load variation. Contrary to that the payload does not 

have a significant influence. Analyses are performed just for the certification altitude, which 

is the most critical with respect to both whirl flutter and the value of certification speed 

(1.2*VDTAS). Inertia characteristics of rotating parts must be considered with respect to the 

directions of rotation of a particular part (generator, turbine, propeller), revolutions are usually 

normalised to a propeller revolutions. For the purpose of certification analysis, the most 

critical mode of the propeller and engine revolutions are considered, i.e. the mode that 

produce the maximal normalised moment of inertia of the rotating parts.  To comply with the 

main requirement (§629(e)(1)), the nominal state analyses are performed. For this purpose, 

the standard approach is employed. Fig. 3 shows an example of a V-g-f diagram of such a 

calculation for a single mass configuration. No flutter instability is indicated up to the 

certification velocity (191.4 m/s), and therefore, the regulation requirement is fulfilled.    

To comply with the parameter variation requirement (§629(e)(2)), parametric studies that 

may include huge numbers of analyses would be necessary and such an approach would 

become ineffective. Therefore, the analysis of stability margins using optimisation-based 

approach is good for this purpose. In this approach, the flutter speed is set equal to the 
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certification speed, and the results are margin values of structural parameters. Fig. 4 shows an 

example of a V-g-f diagram of optimisation-based calculation in which flutter speed is equal 

to the certification velocity (191.4 m/s). Flutter mode (#2) is the engine pitch vibration mode. 
 

 
                                      (a)                                                                                      (b) 

Fig. 3. Whirl flutter calculation (V-g-f) diagram, (a) damping, (b) frequency, nominal state   

   

          
                                 (a)                                                                                       (b) 

Fig. 4. Whirl flutter calculation (V-g-f) diagram, (a) damping, (b) frequency, optimisation-based calculation 
 

Calculations are performed for several values of the yaw-to-pitch frequency ratio to 

construct a stability margin curve with respect to the engine yaw and pitch vibration 

frequency. Stability margins are then constructed for all applicable mass configurations. The 

frequency-based margin may be then compared with the engine vibration frequencies, 

obtained by the GVT or analytically, to evaluate the rate of reserve as shown in Fig. 5. The 

dashed line represents the (+/-) 30% variance margin in engine attachment stiffness. Another 

parameter to be evaluated is the damping. This is provided using the calculation with very low 

structural damping, represented by the damping of g = 0.005, while the standard structural 

damping included in the analyses is g = 0.02. As obvious from Fig. 5, there is sufficient 

reserve in stability of the nominal state (including parameter variations) with respect to the 

stability margin, and therefore, the regulation requirements are fulfilled. 
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Fig. 5. Whirl flutter stability margin evaluation 
 

FAR / CS 25 is the standard applicable to larger turboprops. In addition to the 

requirements similar to those of the previous case, some specific states of failure, 

malfunctions and adverse conditions are required to be analysed as well. These states are: 1) 

Critical fuel load conditions. This requirement includes the analysis of unsymmetrical 

conditions of the fuel loading that may come from the mismanagement of the fuel. In this 

case, fuel model is modified while the power plants model shows the nominal conditions. 2) 

Failure of any single element supporting any engine. This requirement includes in particular 

the failure of any single engine bed truss. The failure conditions are introduced into a single 

power plant mount system while other power plant mount systems use a nominal condition. 

All engines show the nominal condition. 3) Failure of any single element of the engine. This 

requirement includes, in particular, the failure of any single engine mount-isolator. The failure 

conditions are introduced into a single power plant mount system while other ones show 

nominal conditions. All engine mounts were used under nominal conditions. 4) Absence of 

aerodynamic and gyroscopic forces due to feathered propellers. The failure states defined in 

this section represent the states of a nonrotating engine and a nonrotating feathered propeller. 

The power plant system under such conditions generates no aerodynamic or gyroscopic 

forces. In addition, the single feathered propeller or rotating device failure must be coupled 

with the failures of the engine mount and the engine. 5) Any single propeller overspeed. The 

power plant system under such conditions generates maximal aerodynamic and gyroscopic 

forces. The condition of overspeed must include the highest likely overspeed of both engine 

and propeller. The state of overspeed is applied to any single propeller while the other ones 

are under the nominal conditions. 6) Other failure states coming from the damage-tolerance 

analysis, from bird strike damages and from damages of the control systems, the stability 

augmentation systems and other equipment systems and installations. 
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The electronic structure calculations represent a rigorous tool for predicting and understand-
ing the properties of materials from first principles. In our research devoted to understanding
crack propagation in iron we have developed a new software [2] for electronic structure calcu-
lations that is based on the pseudopotential approach [5, 7] within the context of the density
functional theory [4]. A properly constructed pseudopotential can be used both to reduce nu-
merical difficulties by hiding the core singularity as well as to substantially reduce the number
of the electrons (degrees of freedom) required to calculate with by hiding non-valence electrons.
However, designing an accurate and efficient pseudopotential is a non-trivial task as there are
many, often contradictory, criteria on the pseudopotential optimality, such as smoothness, soft-
ness (no strongly oscillating pseudo-wavefunctions), transferability (validity in different neigh-
boring atom configurations, reproduction of scattering properties in a wide range of energies),
computational efficiency, etc.

Our approach to generating and optimizing pseudopotentials is based on the algorithm pro-
posed in the dissertation work [6], where so called environment-reflecting all-electron pseu-
dopotentials were introduced. The original fortran77 implementation, while still working very
well, started to be a maintenance burden over the years, which motivated us to begin with the
development of a new, easily maintainable and extensible implementation using Python as the
top-level programming language. In this contribution we describe the new implementation and
present preliminary numerical examples.

In our approach [6], a pseudopotential is generated for the given energy E and orbital quan-
tum number l, and is assumed to be a linear combination of basis functions Fi(r), i = 0, . . . , 4

V PS
E,l (r) =

4∑

j=0

ajFj(r) , (1)

where

F0(r) = 1 , F1(r) = e−(ρ1r)2 − 1 , F2(r) = (ρ2r)
2e−(ρ2r)2 ,

F3(r) = e−(ρ3r)2 − 1 , F4(r) = (ρ4r)
2e−(ρ4r)2 .

(2)

Pseudopotentials are generated for individual atoms by repeatedly solving the Schrödinger
equation numerically in spherical coordinates: for this purpose we can use either our test im-
plementation in Python (mainly for debugging), or a very fast and accurate implementation
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of dftatom [1]. We denote the resulting all-electron wavefunctions by ψAE
E,l (r) and the corre-

sponding energy by E, when solving with the original all-electron potential V AE(r), and the
pseudofunctions by ψPS

E,l(r) for the calculation with V PS
E,l (r). For a given cut-off radius Rc, the

following conditions have to hold

V PS
E,l (r) = V AE(r) , r ≥ Rc , (3)

∂i

∂ri
V PS
E,l (r) =

∂i

∂ri
V AE(r) , r = Rc , i = 1, 2 . (4)

Using normalization constants such that ψPS
E,l(Rc) = ψAE

E,l (Rc), the following conditions are
required to hold

∂
∂r
ψPS
E,l(r) = ∂

∂r
ψAE
E,l (r) , r = Rc , (5)

Rc∫
0

∣∣ψPS
E,l(r)

∣∣2 r2 dr =
Rc∫
0

∣∣ψAE
E,l (r)

∣∣2 r2 dr . (6)

The condition (6) corresponds to the charge conservation and makes the resulting pseudopoten-
tials “norm-conserving”, which implies transferability, i.e., use at different energies.

The pseudopotential basis functions Fj(r) in (2) have free parameters ρ ≡ [ρ1, ρ2, ρ3, ρ4]
T .

Those parameters can be chosen in a way that is optimal w.r.t. some selected criterion Θ —
an optimization problem is defined as follows: Find ρ̂ such that

[â, ρ̂] = argminρ{Θ(V PS
E,l (a,ρ, r))} , (7)

where the linear combination (1) parameters â ≡ [â0, . . . , â4]
T follow from (3) – (6). Many

optimization criteria are possible, for instance:

• minimizing the “length” of Fourier image of the pseudopotential;
• minimizing the integrated curvature;
• minimizing the depth of the pseudopotential.

As an example we show results of pseudopotential optimization for the nitrogen atom and min-
imize the initial pseudopotential curvature

Θ0(V
PS
E,l (a,ρ, r)) ≡ |

∂2

∂r2
(V PS

E,l )(a,ρ, 0))| . (8)

This atom has 7 electrons in three sub-shells 1s: 2, 2s: 2, 2p: 3, with energies E1s2 ≈ −14.01,
E2s2 ≈ −0.676, E2p3 ≈ −0.266 (in atomic units). The pseudopotentials were generated for the
valence states 2s (l = 0), 2p (l = 1) as well as for the first unoccupied state 3d (l = 2) with
E3d0 ≈ 0.018. The initial parameters were ρ = [0.5, 0.7, 1.4, 1.3]T . For the optimization, the
L-BFGS-B solver from SciPy [3] was used: it allowed specifying additional box constraints:
0.001 < {ρ1, ρ2} < 1.1, 1.11 < {ρ3, ρ4} < 2 to prevent linearly dependent basis functions.
The results are summarized in Fig. 1. Adhering (3) – (6), the pseudofunctions are equal to
the all-electron wavefunctions outside the cut-off radius Rc = 1.5 (Fig. 1a). The optimized
pseudopotentials (orange curves in Fig. 1b-d) are equal to all-electron potentials (green curves)
outside Rc and are shallower and smoother than the ones obtained for the initial setting of pa-
rameters (blue curves), and thus more numerically suitable for electronic structure calculations.
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Fig. 1. The pseudopotential optimization results: a) comparison of the all-electron wavefunctions (solid)
and the corresponding pseudofunctions (dashed); b) the initial (blue) and optimized (orange) pseudopo-
tentials compared with the all-electron potential (green) for the state 2s, c) for the state 2p and d) for the
state 3d. The cut-off radius Rc = 1.5 is denoted by the vertical line.
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One of the main advantages of a Hybrid Electric Vehicle (HEV) is the possibility to control 

flow of the power distribution between vehicle power units especially in case of recuperation 

energy mode. In general, the power distribution can be controlled independently on the 

vehicle velocity and current state of the other vehicle power units, but with respect to physical 

limits and other boundaries. The HEV is designed from two main power circuits – driving 

power circuit and the thermal power circuit [1]. Both of mentioned circuits can be in general 

independent from energy flow point of view and the same from the control point of view, but 

the specific and most important advantage of HEV is also connecting driving power circuit 

and thermal power circuit on both points of view. By the energy connecting of both circuits is 

possible to recuperate the waste thermal energy especially from ICE cooling circuit to the 

cabin heating. The cabin heating requirement or vehicle engine and battery preheating 

requirement can be also powered directly from recuperation electric energy. The presented 

heating and preheating requirements open the new way for smart control all type of energy 

flow between each energy units, especially if it is vehicle velocity profile known in advance.  

The presented control process can be provided by ordinary type of controller for example 

by PID controller in feedback control, it can be provided by the higher level of controller, for 

example by the predictive control strategy with chosen value of predictive horizon and in the 

highest level, it can be provided by the previous optimization of the energy flows for all 

considered route. The task defined by this idea can be one part of the whole optimization 

problem focused on the optimization the total energy consumption on the primary energy 

sources (vehicle battery and fuel tank). The presented whole optimization problem may be 

designed for example in two steps. In the first step is optimized the vehicle velocity profile 

and subsequently in the second step will be optimize the internal energy flows. The value of 

total energy consumption is calculated in the objective function for lower optimization level 

with respect to define velocity profile obtained from higher optimization level. The 

contribution presented on the next lines is focused on the concept for optimization energy 

flow between vehicle power unit with respect to given vehicle velocity profile.  
 

The basis for optimization task is define the possibilities how to control energy flows 

between each power units based on individual concept of the vehicle powertrain and in the 

second line the possible energy inputs and its distribution control. The first presented category 

is directly fixed on the vehicle powertrain concept. For example for the parallel hybrid 

powertrain concept is possible to considered energy flow into the motors controlled 

independently. The vehicle energy inputs also directly depends on vehicle powertrain design, 

for example for plug-in hybrid powertrain (PHEV) is possible to considered two external 
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inputs – electric energy and gasoline and the additional source can be considered recuperation 

possibilities depends on specific route properties. The vehicle battery is possible charged from 

external and internal sources, whereas for basic type hybrid powertrain (HEV) without 

external charging connection is possible battery charging only from internal sources. This 

introduced properties is most important for energy flow control, because the battery state of 

charge have to be kept on requires level in both cases, but in the case of PHEV is possible to 

powered the vehicle only on ICE without forced charging and in second one it is not possible 

[2]. If it will be considered the case of PHEV powertrain, the most important energy flow for 

optimization is power dividing between each vehicle motors. The power ratio between each 

motors can be define by parameter U based on the power requirement on the vehicle wheels. 

The U-parameter is given by following power equilibrium equation 
 

 
 

where Pw represents driving power on the vehicle wheels, PHVAC ICE represents the loss power 

from ICE, Ploss EM represents loss power from electric motor, PHVAC el represents the electric 

power input to the cabin heating, if it is considered and Paux represents the power of auxiliary 

units, like vehicle lights etc.  

The other energy flows is controlled with respect to introduced parameter U by the 

conventional controllers with respects to following preferences. 

a) The temperature of ICE have to be achieved in the shortest time (the cabin heating 

is possible only by electric heating unit) 

b) The cabin is primarily heating by energy losses from ICE to the cooling system 
 

The presented method have been used for optimization the U-parameter at the testing 

route and chosen velocity profile and the result of this test is shown in following Fig. 1. 
 

 
Fig. 1. Optimal velocity profile (above) and U parameter result (below) 

 

The cabin heating has been controlled by basic PID controller that the controller 
constants have been settings by MATLAB control settings tool.  
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Bearing elements (e.g. cylinders) made of polymer materials are very common in a wide 

variety of engineering applications. These elements are typically made of semi-crystalline 

thermoplastics like polyamide (PA), polyoxymethylene (POM) or polyetheretherketone 

(PEEK). It is typical for these thermoplastics to shrink significantly when cooling down [2] 

and develop internal stresses after solidifying from the melt. A widely used manufacturing 

process for this type of parts is injection moulding. The injection moulding offers high 

production rate while maintaining low production cost. However, shrinkage defects occur 

frequently in the injection moulding production of bearing elements. Although the 

manufacturers put effort into removing these defects by the so-called holding pressure applied 

after filling the cavity however, inside defects keep appearing. This contribution deals with a 

case of a bearing cylinder with a crack that initiated from a shrinkage defect. The conditions 

of the crack growth are assessed, simulation is carried out and fracture mechanics parameters 

are calculated in order to calculate lifetime predictions for these elements later on. 

The component in question is a rolling cylinder compressed between two planes. A crack 

is considered in the middle of the cylinder. When the element is rolling, the orientation of the 

crack to the load direction changes gradually. Pure mode I (crack opening) in compression 

loaded cracked cylinder only occurs when the plane of a 2-dimensional crack and the load are 

aligned [1] (rolling angle 0°, see Fig. 1 on the left). During the rotation the situation changes 

from pure mode I to distinct mixed-mode conditions (all three modes are present at rolling 

angle 45°, see Fig. 1 on the right). Thus, the contribution of mode II and mode III cannot be 

neglected in this case. However, mixed mode conditions in bulk polymeric components are 

usually ignored. Hence, little information about the material characterization under shear 

crack opening (mode II and mode III) is available. 
 

  
Fig. 1. Schematic illustration of rotation of cylinder 

and boundary conditions 

Fig. 2. Schematic illustration of cross-section of 

cylinder with internal central crack 
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Fig. 3. Stress intensity factor for two different positions at crack tip, crack length 0.25mm, force 350N 
 

Parametrical finite element model was developed in order to simulate different 

combinations of crack lengths, rolling angles, dimensions of cylinder and forces. ANSYS 

software was used, taking advantage of APDL and its capability of programming macros. 

Model was created with one possible symmetry plane (showed in Fig. 2) to reduce number of 

elements as well as computing time. Nevertheless, the whole model contains about from 

40000 up to 325000 elements, depending on crack length. 

The model consisted of three solid parts all represented by linear elastic isotropic material 

–two steel plates (Young’s modulus of 210 GPa and Poisson’s ratio of 0.3) and a cylinder 

between them with a flat crack (Young’s modulus of 3.6 GPa and Poisson’s ratio of 0.45). 

Dimensions of simulated cylinder are 6 mm for both diameter and length. The crack length 

was considered 0.25 mm (a/W = 0,083) to 1.75 mm (a/W = 0.583). Rolling was assessed by 

changing the angle between the crack plane and the applied force from 0° to 180°. Force 

350 N was applied at the top of upper steel plate and the bottom plate was fixed (Fig. 1). Parts 

was connected by contacts for mutual interaction. Contact between crack faces was also 

considered. Stress intensity factors KI, KII, KIII for the rotating part were calculated. 

Results from the model with the contact between crack faces are shown in Fig. 3 (filled 

points). In order to identify the cycle asymmetry, variants without contact on the crack faces 

were also solved. In Fig. 3, these values of KI are shown using empty points. Stress 

asymmetry is close to -3.5, in the case of mode I loading. Asymmetry for loading modes II 

and III is equal to -1. However, shear modes are in out-of-phase loading with opening mode I. 

Minimal and maximal values for shear modes are observed in 45° and 135° of rolling angle 

respectively however in different crack tip position.  
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Split Hopkinson bar technique in a tensile test 
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1. Tensile test arrangement  

1.1 Impactor device 

The Hopkinson Split Bar is generally a test of the material properties of a sample tested at a 

fast dynamic problem. The base of the test is based on a one-dimensional theory of elastic 

pulse propagation. The source of the pressure pulse extending longitudinally in the measuring 

rods in the Hopkinson test is the impact of the small elastic bar (“impactor”) to the front of the 

first rod. 

The value of the longitudinal strain (amplitude) on the first bar at the first passage of the 

pressure waveform to the strain gauge is directly proportional to the impact velocity of the 

impactor. The length of this first pulse depends on the length of the impactor, i.e. the time 

over which the kinetic energy of the pound acts on the face of the first rod. This corresponds 

to the length of the first input pulse of approximately 60 microseconds. 
 

 
 

Fig. 1. Typical strain gauge recording of the Hopkinson test in pressure 
 

The impact of the majority of similar devices is caused by the punching of the impactor 

from the gun with compressed air. Pulse energy is obtained by releasing compressed air from 

a cylinder, such as a diving or cylinder, as part of a compressor station. The device for 

Hopkinson's test in SVSFEM uses the energy of a small cartridge that fires a piston from the 

pulse generator and the end of that piston hits the rear face of the impactor. On a track of 

approximately 40 mm, it will give this impactor a speed of 20 to 60 m/s depending on the set 

size of the cartridge chamber. This speed is higher than similar equipment using compressed 

air. The pulse generator is based on the ANTREG pistol adapted for mounting on the 

proposed device. The source of the piston's energy in this pistol is a standard 9x16 mm 

industrial cartridge, for example from Sellier-Bellot. 
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1.2 Measuring rods 

The new measuring device (TSHB Tri Split Hopkinson Bar) differs from conventional 

Hopkinson test equipment by dividing the measuring rods into three parallel bars. This 

solution creates a significantly larger space for the sample to be measured and at the same 

time it is possible to assemble the rods so that the sample is subjected to tension and pressure. 

In the first variant, the numerical simulation showed that with the assumed magnitude of 

the input force pulse generated by an impactor hit, stress about approximately 50 MPa is 

generated on the specimen. This value is sufficient, for example, to measure samples of 

concrete and similar materials. 

The disadvantage of this solution is the occurrence of bending stress on the measuring 

rods. More variants of the connecting part were analyzed.  

In a final variant, the functional part of the measuring device has been adjusted by 

inserting another front and rear rod on the axis of the whole device. The force pulse in front of 

and behind the sample is thus always transmitted by only one rod in the axis of the device, 

which is not stressed by unwanted bending. 

For the tensile testing variant, it is possible to replace the rear three parallel bars by simply 

anchoring the one rear measuring rod. This anchorage can be easily used to position a load 

cell that can directly verify the value of the force pulse obtained from the rear measuring rod.  
 

 
 

Fig. 2. Final CAD model of measurement device 

2. Measurement evaluation 

2.1 Capacity analysis 

The exact record of deformation of the test sample in the Hopkinson test is one of the key 

problems of this method. The entire test time, in the order of tens of microseconds, places 

great demands on the write speed of the entire device while maintaining the high quality of 

the recorded data. The deformation of the sample is usually evaluated indirectly from the 

deformation of measuring rods. Assuming elastic deformation of the measuring rod and the 

constant cross-section, it is possible to quantify the time course of forces acting on the 

measured sample and thus also the deformation of the sample. The deformation of the 

measuring rods is usually evaluated by means of strain gauges located at half length. In some 

cases, the deformation is evaluated by means of capacitive sensors, which evaluate their 

longitudinal deformation on the basis of a change in the cross-section of the rod. Capacitive 

sensors record the change in electromagnetic field between two surface electrodes. The 

distortion of the sample in the Hopkinson test is basically also a change in the position of the 

two surface electrodes (sample-to-probe interface). If a voltage difference is applied to these 

surfaces, it would be possible to evaluate the deformation of the sample directly from the 

position change of the two surfaces. Most measurements are made with steel measuring rods. 

An electromagnetic field analysis was performed between two measuring rods. 

We start from the capacitance of a plate capacitor consisting of two electrodes and a 

dielectric between them. The capacitance of capacitor can be calculated from geometric 

properties and material properties - permittivity. The relationship between these properties is 

apparent from the following equation 
 

 , 
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where C is the capacitance of the plate capacitor, ε is the dielectric permittivity, S is the 

electrode area above the dielectric, d is the dielectric thickness between the electrodes. 

The measured sample, together with the bars, forms a plate capacitor which changes its 

capacity during deformation depending on the change in the dielectric thickness. By 

measuring the change in capacity over time during the deformation phenomenon, it is possible 

to determine the strain over time. The hypothesis applies only to dielectric (non-conductive) 

samples of course. 

The deformation of the measured specimen is approximately 10-20%. Typical specimens 

are made of materials, wood, plastics or fabrics. Their relative permittivity is very low in the 

range of 1 - 10. This makes the ambient air 

permittivity negligible for the electric field. The 

thickness of the wood specimen is usually 

approximately 8 mm. 

The relative permittivity of the specimen is 

selected with a value of 2. The analysis is 

calculated as electrostatic with a potential of 12 

V between the electrodes. By analytical 

calculation we can determine the approximate 

capacity. 
 

 
 

The capacity of a capacitor with a specimen thickness of 8 mm is determined from the 

finite element model through the electrostatic field energy. Due to the environmental impact, 

the capacity value has changed by more than 30%. 
 

  
 

Next figure shows a very small 

change in capacity at 15% strain of the 

capacitor. For mm units, the capacity 

changes only in tens of fF. The 

evaluation of the deformation of the 

sample by means of the electromagnetic 

field between the measuring rods is 

therefore theoretically possible, but it is 

practicaly difficult to implement due to 

the very small measured values. This 

method was not used in final device 

assembly. 
 

2.2 Stress-strain analysis 

The new measuring device (TSHB Tri Split 

Hopkinson Bar) was tested by the first set of 

measurements. The specimen was made 

from UHPC concrete including 6 mm length 

Aramid fibers.  

 

 

 

 

Fig. 3. Electric intensity field 

 

Fig. 4. Capacity versus specimen thickness 

 

Fig. 5. Concrete specimen after test 
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Gauge sensors were placed on the 

front and back measurement rods. There 

was found a good agreement with the 

previous numerical simulations. The 

strain history of the specimen was 

measured directly by the 

videoextensometr Model 200XR from H.-

D. Rudolph GmbH company. The stress-

strain curve of the specimen evaluated 

from combination of the gauges and the 

videoextensometr is presented in next 

picture.  

3. Conclusion  

The tensile test of the UHPC specimen was performed on the new measurement device Tri-

Split Hopkinson Bar (TSHB). The specimen deformation was caused by a hit of the impactor 

to pair of measurements rods. The impact velocity was about 50 m/s. Stress-Strain history of 

the specimen was evaluated by a combination of gauge measurement and optical 

measurement.  
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Experimental investigation of fan for personal protection 

equipment – influence of number of blades 
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1. Introduction  

The aim of research is development of new generation of powered air purifying respirators 

designed to filtrate contaminants in the form of gases, vapours and particles. These high 

performance units guarantee sufficient protection of the wearer even in heavy industrial 

environments, the chemical industry, laboratories and the pharmaceutical industry [4].  

To help people while breathing through filter, a fan is used to propel air flowing in personal 

respiratory protection systems and units. Because, the reliability and efficiency are crucial for 

operation of these systems, our work is focused on improvement and optimization of a 

centrifugal fan used. 

2. Methods 

An example of the geometry of the impellers examined can be seen in Fig. 1. Two types of 

wheels were examined: with radial vanes with an inlet blade angle 𝛽1 = 90° and an exit blade 

angle 𝛽2 = 90°, and backward curved vanes with various inlet and outlet angles. Around 15 

variants with different numbers of various blades were investigated by experimental, numerical 

and theoretical methods. All wheels fort testing with diameter 𝑑2 = 60𝑚𝑚 and width 𝑏2 =
4𝑚𝑚 were produced by 3D printing technology [1].  
 

a)     b)  c)  

Fig. 1. Investigated wheels – a) radial blades, b) backward blades, c) a wheel manufactured by 3D printing 

technology 

2.1 Theoretical Background 

The theoretical increase of the total pressure 𝛥𝑝𝑡ℎ in a radial fan is described by the Euler 

equation  

𝛥𝑝𝑡ℎ = 𝜌(𝑐2𝑢𝑢2 − 𝑐1𝑢𝑢1), (1) 
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where 𝑐𝑢 is a component of the total velocity in the direction of the peripheral velocity 𝑢, where 

indices 1 and 2 denote an input and an output point, respectively. As can be seen from the above 

relationship, it does not affect the number of blades in any way. However, the number of blades 

affects the individual losses that occur and which reduce the total achieved pressure 𝛥𝑝𝑡ℎ to the 

actual 𝛥𝑝. These losses include impeller inlet and outlet losses, directional input loss, pre-swirl 

loss or internal volumetric leakage. Among the most significant losses is the so-called inter 

blade circulation loss, which is caused by the finite number of blades 𝑧 and the only one affects 

their number. The swirl loss between the blades is expressed by the formula 

∆𝑝𝑏𝑙𝑎𝑑𝑒 = 𝜌(𝑢2)𝑟𝜔,  (2) 

where ω is the rotational speed of the impeller is r the radius of the imaginary circle between 

two blades, which can be expressed from the blades output angle 𝛽2 as 

𝑟 =
𝜋𝑑2 sin 𝛽2

2𝑧
, 

(3) 

in which 𝑑2 is the impeller diameter and 𝑧 is the number of blades. The resulting relationship 

for inter blade circulation loss is given by the relationship 

∆𝑝𝑏𝑙𝑎𝑑𝑒 = 𝜌𝑢2
2

𝜋 sin 𝛽2

𝑧
.  

(4) 

It is clear from the above relationship that loss by the finite number of blades is very 

significant and grows strongly with a small number of blades. Nevertheless, it should not be 

forgotten that with the increasing number of blades there are other losses, which, however, are 

often not taken into account: more blades cause a reduction in flow cross section and hence 

reduce flow volume and friction losses in the inter-bladder channel increase. The resulting 

power fan characteristic is shown in Fig. 2 on the left. 
 

  

Fig. 2. (on the left) power curve of centrifugal fan, (on the right), testing stand: 1 – suction chamber with filter 

assembling, 2 – fan wheel, 3 – brushless DC motor, 4 – working pressure measuring ( bp ), 5 – outflow tube, 6 – 

differential pressure mp  measuring for mass flow specification, 7 – chocking, 8 – measuring of atmospheric 

pressure and temperature 

2.2 Experimental Investigation 

The testing stand is visible in Fig. 2 on the right. The fan wheel (2) was propelled by 

electronically controlled brushless DC motor (3). To obtained power curves of a fan, rotations 

were specified directly and kept constant during measurements [1]. 

The air was sucked through suction chamber (1), which allowed assembling of filters, and 

was compressed and transported into the outflow tube (5). The back pressure and thus the 
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working pressure ∆𝑝𝑏 of the fan was controlled manually by chocking (7) at the tube exit and 

measured by differential pressure transducer. The mass flow rate was measured by orifice (6), 

where differential pressure ∆𝑝𝑚 is measured. 

3. Results 

The curves obtained experimentally and predicted for the radial blade wheels are plotted in the 

diagram in Fig. 3 on the left. As can be seen from the results, the experimentally found 

deviations between the measured data for a different number of blades are almost negligible. 

With a small difference, the twelve-blade wheel, which exhibits a higher pressure, especially 

for higher flow rates, is optimal. The worst case is the 8-blade wheel, while the 16-blade wheel 

lies somewhere in between. In contrast, the results obtained theoretically differ considerably 

for a wheel with a different number of blades, see relation (4). The 8-blade wheel is the worst, 

while the 16-blade is the best. It is also evident that further increases in the number of blades 

will have less and less influence. Comparison of theoretically obtained and experimentally 

measured data shows the best match for a twelve blade wheel, while the results for the 8 and 

16 blades differ considerably. 

Similarly, the results for a wheel with 8 and 12 backward curved blades with blade angles 

𝛽1 = 80° and 𝛽2 = 85° are shown in Fig. 3 on the right. Here too, the differences between the 

two wheels found experimentally are negligible and we can see good agreement with the 

theoretical calculation for the 12 blades, but the high mismatch for the 8-blade wheel. 

Very similar results were obtained for backward curved blades with angles 𝛽1 = 60°, 𝛽2 =
76° and also for angles 𝛽1 = 40°, 𝛽2 = 68° (not presented in diagrams). Also with these wheels 

there is a relatively good match between the predicted and measured characteristics for the 12-

blade wheel, the influence of the number of blades on the measured curves is negligible and the 

predicted curve for 8 blades is significantly underestimated. 

The results of the research on the influence of the number of blades on a rear-angled low 

angle blade (𝛽1 = 45°, 𝛽2 = 30°) are presented in Fig. 4, where we can observe the results of 

testing for 10, 12 and 14 blade wheels and numerical calculations for the wheels with 8 to 16 

blades. Here, too, we see that the effect of the number of blades is minimal, but wheels with a 

lower number of blades seem to be advantageous for high flow rates, while a higher number of 

blades is more favourable for high back pressure. Nevertheless, the differences between the 

wheels are negligible. 

 

Fig. 3. Results for wheels with 8, 12 and 16 radial blades (on the left), results for wheels with 8 and 12 backward 

curved blades (on the right), β1 = 80°, β2 = 85° [3] 
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Fig. 4. Results for wheels with 8 to 16 backward blades with angles β1 = 45°, β2 = 30° obtained experimentally 

(on the left) and numerically (on the right) [2] 

4. Discussions 

The results show that the influence of the number of blades on the characteristics of the fan is 

very small, sometimes almost negligible. The ideal number of blades appears to be 12 for the 

wheel under investigation, but neither the number 8 nor the 16 shows too much difference in 

the achieved values. The results show that theoretically determined influence of the number of 

blades on pressure loss due to inter blade circulation loss is considerably overestimated. 

Apparently this is due to the fact that in the calculations the number of blades is included only 

in this loss, which perceives the increase in the number of blades only positively and does not 

include accompanying influences – e.g. reduction of the characteristic dimension of the inter-

blade channel. 

5. Conclusions  

Research into the influence of the number of blades on the characteristics of a radial fan has 

shown that the number of blades only slightly influences the performance of the fan. According 

to the test results, 12 blades seem to be optimal regardless of their shape. Numerical calculations 

show similar results. The predicted curves visibly overestimate the effect of inter blade 

circulation loss and do not count on additional losses at a higher number of blades. In order to 

optimize and predict the appropriate number of blades, the fan flow analysis model will need 

to be further modified. 
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Automotive turbochargers [1] are typically supported by floating ring bearings (FRBs), where
a rotor journal is held by two oil films separated by a rotating ring. This construction brings
the advantage of high damping capacity, however, the rotor tends to behave in the nonlinear
way—during the operation, oil whirl/whip instabilities [3] occur in the inner or outer oil film
or in both at the same time. This leads to jump phenomena [2, 5] in the rotor response during
runup/rundown.

Although the rotors with the FRBs are by nature nonlinear, linear analysis can also provide
important insight into the dynamical behaviour of such a system. Using the linear approach,
the nonlinear forces generated in the fluid films are approximated by linear or linearized spring-
damper couplings. If the modelling is done precisely enough, it can show the possible regions of
instability and predict operation modes of the rotor in these regions. There are several methods
to create the linear model, that are discussed in this contribution. In order from the simpliest
to the most complex, the bearing model can be considered as follows: (i) constant isotropic
approximation of the whole FRB, (ii) constant orthotropic approximation of the whole FRB,
(iii) FRB with linearized outer oil film only [4], (iv) constant isotropic approximation of the
inner and outer fluid film with neglected ring mass, (v) constant isotropic approximaiton of the
inner and outer fluid film with ring mass considered, (vi) ring mass considered and both fluid
films linearized. Moreover, the last method can be performed in several ways:

• (a) separated linearization for the inner and the outer fluid film,
• (b) coupled linearization for both fluid films,
• (c) same as (b) with ring speed ratio (RSR) variable with eccentricity,
• (d) same as (b) with RSR calculated based on its own degree of freedom in the static

equilibrium (algebraic) equations.

In general and not distinguishing between the methods with and without ring degrees of
freedom, the turbocharger with two floating ring bearings can be described by the matrix equa-
tion

Mq̈ +
[
B +G(ωR) +B

(M)
B

]
q̇ +

[
K +K

(M)
B

]
qR = 0, (1)

where M ,B,G,K ∈ Rn,n are global mass, damping, gyroscopic and stiffness matrices, re-
spectively, without bearing couplings. Bearing couplings are expressed using coupling bearing
matrices K

(M)
B ,B

(M)
B ∈ Rn,n. The particular form of these matrices depends on the chosen

method M = i, ii, . . . vi. For the methods with M = i, ii, iv, v, these matrices are constant
and for M = iii, vi (in all the considered variants), they are a product of linearization process
and hence they are speed dependent, i.e. K(M)

B = K
(M)
B (ωR, ωFR), B

(M)
B = B

(M)
B (ωR, ωFR).

Number of degrees of freedom is also dependent on the chosen method – for the methods with
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neglected ring mass n = nR (number of degrees of freedom of the rotor) and for the methods
with FRBs considered n = nR + 4 (a,b,c) and n = nR + 6 (d). Since the stability of the
turbocharger is analysed using Campbell diagrams, right-hand side of Eq. (1) equals zero for
modal analysis purposes.
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Figure 1. Campbell diagram of the turbocharger considering separated static solution for both fluid films
– the diagram up to 3000 Hz (left) and the detail of unstable branches (right)

The results are analysed using the Campbell diagrams depicting together all important in-
formation about the system: they show change of natural frequencies with angular speed of the
rotor, the precession (forward, backward and combined) is distinguished by different markers
and the damping is shown using a carefully designed colormap. The results show significant
differences between proposed methods with respect to the measure of abstraction. Slight dif-
ferences in Campbell diagrams are obtained in case of method (vi) with all the considered sub-
cases (a)-(d). However, the computational time is strongly affected by the chosen method. The
contribution also shows a comparison of resulting Campbell diagrams with nonlinear run-up
simulations.
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1. Introduction
The flow-induced vibration causes very interesting effects namely in the case of slender engi-
neering structures. The airflow around the structure induces a wide spectrum of the non-linear
aero-elastic processes. The beating effects which emerge due to vortex shedding may represent
(almost) periodic load. This type of excitation is dangerous to the functionality and safety of
structures. When the vortex frequency becomes close to the structure eigenfrequency, i.e., when
the lock-in regime occurs, the quasiperiodic beatings constitute regular load and possibly cause
significant fatigue in the material of the structure. Unfortunately, the non-linear character of
slender or soft structures is often neglected in the engineering practice. This could lead to a
significant underestimation of the overall response properties because the non-linear physical
systems of such type are prone to the effect of the sub- or super-harmonic synchronization.

The sub- or super-harmonic synchronization effect represent cases when the driving fre-
quency is close to integer multiples or fractions of the eigenfrequency of the structure. Due to
non-linear effects, such load can induce significant vibration of the structure in the dominant
eigenmode and can cause undesired or even dangerous effects.

The quasiperiodic phenomena of the resonance which occurs in the basic aero-elastic model
and its stability properties were theoretically investigated by the authors in the past [3]. The
recent study of the authors [4] concentrates on the stability assessments of the sub- or super-
harmonic synchronization and its effect on the free component of the system response. The both
works use the harmonic balance method for analytical investigation and their results depend on
the fulfilment of the relevant assumptions. The authors also tried to illustrate some properties of
the system using the numerical study in [1]. On the analysis of numerically obtained resonance
curves, the authors shown dependence of the sub- and super-harmonic synchronization effect on
the value of the excitation amplitude. It has been shown that due to the synchronization effect
loses the response its beating character in a vicinity of integer multiples of the eigenfrequency of
the structure and exhibits stationary response. The effect was better visible for lower excitation
amplitudes, where the width of affected frequency interval was wider than it was for higher
amplitudes. The super-harmonic synchronization effect (for driving frequency close to integer
fractions of the dominant eigenfrequency) was much lower than the sub-harmonic one.

The present contribution studies numerically effect of the sub-harmonic, resonant and super-
harmonic excitation on the frequency content of the response. This way it tries to measure
effects of individual excitation modes on the character of the response, namely the influence of
the sub- and super-harmonic excitation on the dominant eigenmode vibration.
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The commonly used Single-Degree-of-Freedom (SDOF) or the more complicated Two-
Degree-of-Freedom (TDOF) section models of a structure in the air stream represent a rea-
sonable compromise between complexity and ability to characterise the dynamic processes.
Such type of models is used often in the aerodynamic wind tunnel experiments and well serve
their purpose. However, it appears that in many cases when the TDOF model is used, one of the
components is dominant and, thus, the second one can be neglected. It reveals that majority of
the resulting SDOF systems can be modelled by the van der Pol-Duffing or generalized van der
Pol type equations or their combination adjusting degree of individual non-linear terms or their
coefficients. This hypothesis is generally accepted, see, e.g., [2].

The paper is organized as follows. First, the generalized van der Pol model is described
and modified to separate the forced and induced parts of the response. Then the resonance
properties of the model are discussed. In Section 3, the individual sub- and super-harmonic
cases are briefly mentioned. Results are summarized in the last section.

2. Mathematical model
Vibration of a slender structure in an airflow is usually modelled using the generalized van der
Pol equation with a harmonic right hand side. The inclusion of the fourth order term in the
description of the damping allows to better describe the lock-in regime and the corresponding
most important limit cycles, from whose one is stable (attractive) and the other is unstable
(repulsive). Consequently, the governing equation reads

ü− (η − νu2 + ϑu4)u̇+ ω2
0u = ω2

0P cosωt, (1)

where u is the response of the system, ω2
0 = K/m is the eigenfrequency of the associated linear

system with stiffness K and concentrated mass m, η, ν, ϑ are positive coefficients of linear
viscous and non-linear damping, ω2

0P is the amplitude of the harmonic excitation (excitation
force per unit mass, frequency ω). P can be interpreted as an amplitude of the air pressure
variation during vortex shedding.

Following [4], the solution in the sub- or super-harmonic cases can be written in the form

u = v + Fn cosωt , Fn = P/(1− n2), (2)

where n = 2, 3, . . . for sub-harmonic cases and n = 1/2, 1/3, . . . for super-harmonic cases. The
solution u consists from a harmonic forced term (Fn cosωt) and an auto-oscillation compo-
nent v which represents the (possible) sub- or super-harmonic effects induced by the equation.
The auto-oscillation part does not occur in a linear case. This approach neglects the damping,
however, the introduced inaccuracy is acceptable, see the discussion in [4].

Introduction of Eq. (2) into (1) results in the following differential relation for the comple-
menting auto-oscillation component v:

v̈ + ω2
0v(t) =

(
η − ν(v + F cosωt)2 + ϑ(v + F cosωt)4

)
(v̇ − Fω sinωt)

+
(
ω2 − n2ω2

0

)
F cosωt . (3)

3. Numerical analysis
A thorough analysis was conducted to illustrate the general properties of the theoretical system.
Results obtained for particular setting of system parameters (η = 1, ν = 0.5, γ = 0.1, ϑ =
0.025) are described in this paragraph. The natural frequency of the oscillator is set as ω0 = 1
and thus the integer fractions and multiples of the natural frequency are easy to follow.
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Fig. 1. Numerically obtained resonance curves of the generalized van der Pol equation response u,
Eq. (1), and the corresponding auto-oscillation component v, Eq. (3), for the excitation amplitude P =
0.75 and n = 1/2, 1, 2, 3; η = 1, ν = 0.5, γ = 0.1, ϑ = 0.025, ω0 = 1
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Fig. 2. Frequency properties of the auto-oscillatory
part v for n = 2.

The resonance curves for the selected
example are depicted in Fig 1. Each row
shows the complete plot on the left and a de-
tailed view of interval (0.7, 1.3) on the right
hand side. Four curves are shown in individ-
ual graphs. For each excitation frequency
ω they represent the maximal and minimal
values of the solution envelope curves for u
and v separately. When both minimal and
maximal envelope curves coincide, the re-
sponse is stationary. The response u does
not change within individual plots, as it is
apparent from Eq. (1), however, character of
the part v varies significantly with increas-
ing value of n. Fig. 2 shows dependence of
the frequency content of the response (verti-
cal axis, ω1) on the excitation frequency (horizontal axis, ω). The heat map in the logarithmic
scale shows amplified responses for ω1 ≈ 1 and 3 for almost all excitation frequencies (hori-
zontal), and also narrow peaks corresponding to selected excitation frequencies (vertical lines).

The most important results of the paper measure the influence of the sub- or super-harmonic
excitation to individual frequency components of the response. These characteristics are shown
in Fig. 3. The excitation intervals surrounding 2ω0 and 3ω0, ω0 = 1 s−1, are considered in the
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Fig. 3. Contributions of the individual frequency components 1, 2, 3 rad.s−1 in to the total auto-
oscillation part of the response to the sub-harmonic excitation

left and right hand plots, respectively. The curves show amplitudes of the frequency components
ω = 1, 2, 3 rad−1 of the auto-oscillation response in dependence on excitation frequencies. In
both plots is the component of the response in the eigenfrequency ω0 = 1 dominant (blue
curves). In the left plot for n = 2, the response component "2rad/s" (brown curve) exhibits
resonance for excitation ω = 2, however, the system is apparently not very sensitive. Similar
results are predicted also in [4]. More interesting is the case n = 3. The effect of the sub-
harmonic excitation is clearly visible in all three component curves in the right hand plot. Note
that the curves in Fig. 3 are approximative only because the actual resonance frequency is
generally shifted down from the nominal values due to non-linear effects.

Results for ω = 1/2, 1/3, . . . rad−1 are less apparent and are omitted due to space limitation.

4. Conclusions
The generalized van der Pol equation describes the state when the linear damping component
becomes negative and the stability of the system is maintained due to non-linear effects only. Its
selected resonance properties are identified numerically in the present contribution as a supple-
ment to the approximate analytical results by the authors published in the past. The quantitative
results support those theoretical, however, only a single value set was used and thus they serve
for illustrative purposes only.
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The work deals with numerical simulation of non-equilibrium wet steam flows. The non-
equilibrium steam is described by the system of Navier-Stokes equations. Thermophysical
properties of the steam are calculated according to IAPWS IF97 formulation [3] and the non-
equilibrium condensation is described by an additional two-equation model for liquid phase
mass fraction and specific number of droplets (the so called mono-dispersion no-slip model,
see e.g. [2] or [6]).

The system of Navier-Stokes equations describing the movement of the gas-liquid mixture
is

ρt +∇ · (ρ~v) = 0, (1)

(ρ~v)t +∇ · (ρ~v ⊗ ~v) +∇p = ∇ · ~~τ, (2)

(ρE) +∇ · (ρH~v) = ∇ · (~~τ · ~v)−∇ · ~q. (3)

Here ρ is the density, ~v is the common velocity, p is the pressure,~~τ is the effective deviatoric
stress tensor, E = e + v2/2 is the specific total energy where e is the specific internal energy,
H = h + v2/2 is the specific total enthalpy, and q is the effective heat flux. The system is
coupled to standard two equation k –ω SST turbulence model.

The non-equilibrium condensation is described by the classical nucleation theory using the
wetnessw defined as the mass fraction of the liquid phase in the mixture and the specific number
of droplets Q0. These quantities are described by the following system of equations

(ρw)t +∇ · (ρw~v) =
4

3
πr3cρlJ + 4πr230ρlρQ0ṙ, (4)

(ρQ0)t +∇ · (ρQ0~v) = J, (5)

where rc is the critical droplet radius, r30 = 3
√

3w/4Q0πρl is the average droplet radius, ṙ is the
droplet growth ratio, ρl is the liquid phase density, and J is the nucleation rate. For details see,
e.g., [2].

Thermophysical properties of the mixture are calculated using IAPWS IF97 equation of
state for gaseous phase (denoted by subscript g) and combined with polynomial properties of
liquid phase (subscript l) at the saturation line in the following way

1

ρ
=

w

ρl
+

1− w
ρg

≈ 1− w
ρg

, (6)

h = whl + (1− w)hg = hg − wL, (7)
p = pg, (8)
T = Tg = Tl, (9)

56



where L = hg − hl is the specific latent heat of evaporation.
The whole system of 9 partial differential equations is solved with an in-house finite volume

solver based on the OpenFOAM framework [4]. The time dependent solution is of coupled sys-
tem of equations is obtained using a modified version of sequential pressure correction method
for compressible flows. The basic structure of the algorithm is described in the following listing
for one time-step:

Algorithm 1: Pressure correction loop structure
input : State at the time tn

output: State at the time tn+1

1 update ρ using continuity eq. (1)
2 for outer corrector = 1, ... do
3 update ~v using momentum eq.(1) with actual pressure
4 update h using energy eq. (1) formulated in terms of enthalpy
5 correct condensation model by solving eq. (4) and (5)
6 calculate hg using current L and w using eq. (7)
7 calculate gas phase properties from p and hg using IF97
8 calculate mixture properties using eqns. (6-9)
9 for piso corrector = 1, ... do

10 correct the pressure in order to satisfy continuity
11 update velocity from the pressure correction; update turbulence model;
12 end
13 end

For most of calculations we use 2 PISO correctors (line 9) and 5-10 outer correctors (line 2),
although the actual number of outer correctors depends on the setup of convergence criteria.

The solver is validated using 2D flows through a transonic nozzle. The nozzle inflow is
characterized by the value of total pressure ptot = 78.39 kPa and total temperature Ttot =
373.15K. The outflow is supersonic. The simulation is performed using a structured mesh with
500× 100 hexahedral cells with near-wall refinement corresponding y+ ≈ 1.

Fig. 1. Wet steam flow through a transonic nozzle: (left) wetness w, (right) sub-cooling T − Tsat

Fig. 1 shows the distribution of the wetness w (on the left) and the subcooling defined as
the difference of T and the saturation temperature Tsat(p). One can see that the condensation
starts approximately at T −Tsat ≈ −35K, whereas the equilibrium condensation would start at
T = Tsat.

Fig. 2 shows the distribution of the pressure, wetness, and droplet radius along the axis of
the nozzle. The pressure is compared to experimental data taken from [1]. One can see that the
current calculation overpredicts the strength of the condensation shock, although the position
of the shock corresponds very well to the experimental data. Similar behavior was found also
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Fig. 2. Distribution of the pressure (left), wetness (middle), and droplet radius (right) along the nozzle
axis

for completely different numerical method based on advanced Riemann solvers in [2] with very
fine meshes. The wetness and the droplet radius correspond to results published in [2].

Fig. 3 shows the results of simulation of flows through a 2D model of turbine cascade. The
simulation is done using an unstructured mesh with approximately 25 000 cells. The mesh is
refined in the vicinity of the blade with y+ ≈ 50 and the near wall treatment with standard wall
functions is used. The regime is characterized by the inlet total pressure ptot = 40.3 kPa, total
temperature Ttot = 354K and axial flow direction. The outlet pressure is p2 = 16.3 kPa. Fig. 3
shows the distribution of the pressure, wetness, and the entropy in the form if is-lines. One
can recognize an entropy production in the zone of condensation indicating the energy losses
due to phase transition. The distribution of the wetness documents that the model predicts also
evaporation at the shock wave cased by the temperature jump across the shock. The distribution
of the pressure along the blade shows quite good agreement with experimental data [5].

The presented results show that the solver is able to simulate wet steam flows with non-
equilibrium condensation model. The method is based on a very simple two-equation model
which usually does not predict very well droplet sizes. Nevertheless, the wetness as well as the
flow field is predicted with reasonable accuracy. The use of real gas equation of state naturally
slows down the execution speed of the solver, although this slowdown is not prohibitive for
pressure correction family of schemes where on spends a large portion of time in the solution
of the Helmholtz equation for the pressure.
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Multibody approaches are very powerful tools for the modelling and analysis of real mechanical
systems. Design elements of drive trains perform large motion with both rotations and transla-
tions and there are many force interactions between particular parts. Therefore the modelling
methodology based on the multibody dynamics is suitable for the analysis and optimization of
drive trains. This paper introduces the methodology for the creation of particular models and
for performing numerical simulations of various operational vehicle states. It addresses two
solved case studies of real rally car drive train problems including experimental verification and
validation.

The approach used in this work is based on generalized (Cartesian) coordinates, which lead
to the mathematical model in the form of a set of differential-algebraic equations (DAEs). Holo-
nomic rheonomic constraints between the coordinates described by vector q can be written
using the vector notation Φ(q, t) = 0 and after their differentiation Jacobian matrix Φq is
obtained. Common mathematical model can be expressed as the set of differential-algebraic
equations of index one in the form

[
M ΦT

q

Φq 0

] [
q̈
−λ

]
=

[
g(q, q̇, t)
γ(q, q̇, t)

]
(1)

by the double differentiation of the constraint equations with respect to time. Vector γ(q, q̇, t)
represents the remaining terms after the constraints differentiation. Solution of equations of
motion (1) can be based e.g. on elimination of Lagrange multipliers [2] and further direct
integration of the underlying ordinary differential equation. Vector of Lagrange multipliers λ is
introduced in Eq. (1). Matrix M is the global mass matrix of the multibody system and vector
g(q, q̇, t) contains centrifugal and Coriolis inertia forces, elastic and damping forces and other
externally applied forces including the gravity.

The first solved problem is aimed at sequential manual transmissions which are common
sources of impacts and contacts that impose time varying excitation. Design engineers need
sufficient computational methodologies and tools in order to predict dynamic behaviour of de-
veloping systems. The computational model of the particular driving system with a sequential
gearbox was built up in MSC.Adams. The model visual representation is shown in Fig. 1 on
the left. The purpose of the model is to simulate shifting between the third and the fourth gear
stage because it is the most common maneuvre during a rally car race.

At the input of the driving chain, all the engine parts are modelled using a body with reduced
inertia properties (see position 1 in Fig. 1), which include inertia of all relevant rotating parts
of the engine. Using torsional elastic coupling of the clutch, body 1 is connected to the inner
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Fig. 1. Visualization of the gearbox model (left) and the differential model (right)

primary shaft (position 2 in Fig. 1), which goes through whole body of outer primary shaft
(position 3) and at the end, both shafts are coupled by gear coupling. Body 3 – outer primary
shaft – includes reduced mass properties of all primary gears. Torque flow is transmitted through
the third or the fourth gear stage to the secondary shaft by means of a claw clutch between dog-
rings (position 6) and secondary gears (position 5). Gear shifting is performed by moving a
flexible gear-shift lever (position 13). The translational motion of the rod is transformed by
gear coupling to the rotation of a selector (position 8) with guide curves (position 9), which
translate corresponding forks (position 7) with dog-rings along the axis of the selector. In
this manner, the desired gear stage is chosen. Model’s input characteristics are engine angular
velocity, engine driving torque and shifting force, which is measured by sensor located between
the gear-shift lever and the rod. The aim of the model is to simulate the shifting process and
to evaluate the overall shifting time. The results obtained using the computational model were
compared to experimental data. The comparison of computed and experimental data for the
ideal case (correct shifting without collision), that the presented model of the state dependent
shifting force is in good compliance with the experimental data. The resultant driving torque
also corresponds to the experimental data.

The second topic deals with approaches to the modelling and dynamical analysis of a spe-
cial class of automotive differentials called limited-slip differentials. It is also the problem char-
acterized by large motion and contact and friction interactions. The differential is modelled in
complex manner with detailed interior structure (see Fig. 1 on the right) and with other elements
of the whole drive train. The developed multibody differential model can be utilized in wide
range of simulation tasks. In order to generate typical locking characteristics the model was
employed in nonlinear dynamical analyses with prescribed input torque and output revolutions,
which are motivated by typical experimental tests. The locking characteristics are composed
of total torque transmitted by both semi-axles, which is plotted on the horizontal axis, and the
difference of theses torques, which is plotted on the vertical axis. The resulting characteristics
were successfully compared with experimental results.
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Machine tool control has evolved over the years. The original mechanical principle was 

replaced by electric and then electronic. Modern machines use control software to control 

individual drive axes. The most commonly used method of driving axis control is cascade 

control (Fig. 1). This method consists of position, velocity and current feedback, which are 

nested. Each feedback includes a regulator. The parameters of these regulators are subject of 

optimization, [7]. 

 
 

Fig. 1. Cascade control scheme, [7] 
 

Optimizing these parameters is very demanding and requires a high level of expertise from 

the operator who performs the process. For this reason, there was a need to develop a general 

methodology. Development of this methodology and its subsequent application to the 

identified model of the real machine is the subject of this lecture. 

The development itself can be divided into three phases: formulation of the optimization 

task, creation of the user interface (instructions for working with the program) and testing the 

methodology functionality. 

First, a velocity feedback model (Fig. 2) in form of state-space was built. The velocity 

feedback was chosen because its tuning is the most difficult and usually brings the most 

problems. The model consists of two higher units (velocity regulator and mechanical system 

with current feedback) and negative feedback. The velocity regulator consists of a PI 

regulator, a series of notch filter and low-pass filter. A state-space description of mechanical 

system with current feedback can be obtained by modelling or identifying, [4], [1]. 
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Fig. 2. Model of velocity feedback 
 

Thereafter, the criteria of control optimization were selected. These criteria include the 

course of the amplitude Bode characteristic and the system response to the unit step. The 

distance of the system from the stability border was also considered. Based on these criteria, 

the target function was compiled as an input of the optimization algorithm. For the 

methodology two optimization methods were used: fminsearch [5] (local optimization) and 

the genetic algorithm [3] (global optimization).  

The methodology was applied to the identified models of the real machine tool at different 

loads. Based on the results of the optimization, it can be said that the methodology is 

functional and can be used as an alternative to manual tuning by the operator. 
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1. Introduction to composites and modelling of CFRTP composites 

The composites are attractive materials for many sectors of industry, but their working 

principle limits faster extension in the manufacturing process. In recent time, additive 

manufacturing becomes an alternative to the traditional production methods and 3D printing 

is one of the methods, which are involved in additive manufacturing. Although there are many 

production limitations, the production variability of printed composites is better than offer 

conventional methods. The production limitations significantly relate to fibre addition into a 

printed structure. This is the case for solely two 3D printing methods allow printing of 

continuous fibre reinforced thermoplastic (CFRTP) composite. The parts produced by 

additive manufacturing achieve a tensile strength of approximately 700 MPa. The 

development of 3D printing and composite production is still ongoing, thus there is an 

expectation of a continued increase in the production [4]. 

The most of applications require reliable prediction of composite behaviour under loading. 

Stress and deformation analysis of reinforced composites can be done at three different levels. 

The microscopic level examines deformations and stresses at the level of composite 

constituents. Attributes, which affect results, are fibre shape, geometric distribution and 

properties of composite components. At the macroscopic level, a composite is considered as 

homogeneous equivalent material, but solely deformation, buckling and vibration frequencies 

could be predicted. Simulation at the microscopic level is limited by a computational capacity 

and the macroscopic level cannot calculate stress distribution in a laminate. The mesoscale 

approach gets over these limitations and allows prediction of stresses and strains in every 

lamina, but elastic properties, fibre orientation and layer thickness of each lamina must be 

given into the program [3]. 

 
Fig. 1. Specimen shape 

The simulation of CFRTP composite specimen loaded to the tension was performed using 

two methods - rebar and geometry distribution approaches. Assessed dogbone shaped 

specimen (Fig. 1) was designed in the CAD program and imported to the slicing software 

developed by the printer manufacturer. 
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The models of the specimen were created using scripts in MATLAB, which help with 

model generation in program ADINA. Both modelling approaches are described, analysed 

and compared in the next chapter. 

2. Modelling of CFRTP composites – description and analysis 

2.1 Embedded reinforcement method 

The method initially proposed for modelling of reinforced concrete; currently exploited for 

composite modelling. The model is based on the virtual work principle. The reinforcement 

could be modelled as smearded or discrete rebar.  
The discrete rebar models each fibre separately. This method is appropriate to modelling 

of structures, which consist of sparsely deposited fibres with inconsistent attitudes, for 

instance, fibre orientation, material, cross-section etc. The reinforcement start point and 

curved trajectory of the fibre in the structure do not represent complications, because each 

fibre in this method is modelled separately as a beam with uniaxial stiffness. The widespread 

problem is the bonding between fibre and matrix. Therefore representing elements, such as 

REINF 264 (Fig. 2), do not allow relative movement between composite components [2]. 

 
Fig. 2. Element REINF 264, [2] 

The discrete rebar element was the first assessed modelling method of CFRTP composite. 

The modelling process of the composites in program ADINA is realised in the following 

steps. Rebar line representing designed reinforcements in the composite structure intersects 

faces of generated 3D solid elements (Fig. 3, left). In this intersections are created nodes, 

which are subsequently connected utilizing truss elements. The constraint equations define 

connections between the rebar truss elements and generated mesh of the matrix. The 

connection is prepared between the nodes and the three closest nodes of the mesh (Fig. 3, 

right) [1]. 

 

Fig. 3. Generation process of rebar elements, [1] 
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The constraint equations are added to the system of equations, that models simulated 

tension test. The addition effects to raising matrix density, therefore computation becomes 

more difficult at time consumption and computational resources.  
In terms of mesh convergence criterion, usage of the rebar elements affects solution 

accuracy because finite element program divides the rebar lines into the truss elements of 

various lengths (Fig. 4). 

 

Fig. 4. Different length of truss elements 

Sizing variability of the truss rebar elements requires the application of direct solvers. 

Various lengths of the truss elements affect the computational precision. In comparison to 

longer truss elements, relatively negligible computational error in deformations of small truss 

element can cause a large error in strains and stresses. This feature of the rebar modelling 

influences the occurrence of significant variations of stresses on fibres (Fig. 5). 

 

Fig. 5. Stress distribution in fibers of CFRTP composite specimen modelled using rebar elements 

2.2 Geometry distribution approach 

The second assessed modelling method was geometry distribution of the composite model. As 

a result, the location of the truss element representing fibre reinforcement in the structure is 

on the edge of the matrix element (Fig. 6). The connections between the truss elements and 

the solid elements are generated without constraint equations. Thus stiffnesses of fibres are 

added to some elements in matrix stiffness. This type of modelling reduces computational 

time consumption. 

Truss 

element 

3D solid 

element 

 

66



 

Fig. 6. Truss element located on edge of matrix element 

The main advantage of the method is equal sizing of the truss elements because there is a 

relatively small difference between the largest and the smallest elements on diagonal. 

Therefore iterative solvers are efficient. Compared to the rebar elements, solution accuracy is 

higher and computed stress distributions fluently change without significant gaps (Fig. 7). 

 

Fig. 7. Stress distribution in fibers of CFRTP composite specimen modelled using geometry distribution 

3. Conclusion 

Both presented methods are appropriate to modelling of CFRTP composites in program 

ADINA, but geometry distribution modelling approach offers more benefits than rebar 

elements method. These benefits are: stress computation in fibres is more precise, a matrix of 

the system has smaller bandwidth and display of stresses on fibre layers is better. 
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1. Introduction
The dynamic network model by Naumann and Ihlemann [4] is considered in order to capture
mechanical behavior of rubber subjected to mechanical and thermal loading. The model has
been adapted to account for fatigue damage instead of Mullins effect [3].

The model is based on a kinematic split such that the deformation gradient

F = F2F1 , (1)

where F1 corresponds to a stress-free state of deformation and F2 is the elastic deformation. In
its simplest form (neo-hookean), the strain energy density is

W = C10 (1−D)µ ν (C2 : I− 3) , (2)

where C2 = FT
2 F2 is the right Cauchy-Green deformation tensor corresponding to the elastic

part of deformation. The internal variables µ and ν reflect increase and decrease in material
stiffness due to chemical ageing respectively and under the assumption of homogeneous oxygen
distribution, valid, e.g., in thin rubber samples, are driven by the following evolution equations:

µ̇ = kR µ , ν̇ = −kS ν , µ(0) = ν(0) = 1 , (3)

where the coefficients are usually assumed to behave according to the Arrhenius law

k{R,S} = k{R,S}0 exp

[
−E{R,S}

RT

]
, (4)

k{R,S}0 and E{R,S} being material parameters, R = 8.314 Jmol−1 kg−1 the gas constant, and
T absolute temperature. In the case of thick samples, the diffusion equation with an added
reaction term would be used to model oxygen transport and both kR and kS would depend on
oxygen concentration.

Fatigue damage is described by a power law [1]

Ḋ = (−AY )a , Y =
∂W

∂D
, (5)

A and a being its parameters.
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Fig. 1. Single block of prescribed strain and temperature

2. Experimental procedure
The test sequence, used for calibration of the model, consists of repeated cyclic loading and an
ageing period of constant deformation at elevated temperature, see Fig. 1. The measured data
contain both stress-strain curves from the cyclic loading and permanent set measured before
and after each ageing period. All cycles were performed up to 35% nominal deformation in
compression whereas the constant deformation during the ageing periods was one of 0, 15% or
25%. The ageing temperature was either 23± 2 ◦C or 70± 2 ◦C.

3. Numerical modeling and model calibration
The numerical simulations were implemented with the assumption of uniaxial stress and homo-
geneous distribution of oxygen and temperature. The system of partial differential equations
therefore changes into ordinary differential equations. Moreover, the ageing variables µ and ν
become independent of strain history.

The calibration procedure was formulated as a nonlinear least squares problem with the
objective function to be minimized

f(x) =
∑

i

∑
j (σij − σi(tj))

2

∑
j σ

2
ij

, (6)

where i denotes different experiments (e.g., cyclic stretch, permanent set, different stretch val-
ues), tj are values of the independent variable (i.e., time), σij are measured values, and σi(·)
is the numerical simulation of the i-th experiment, and the vector x = [C10, kR, ER, kS, . . .]

T

contains the unknown parameters of the model.
It is known that calibration of the Arrhenius-type relation might lead to multicollinearity, but

several techniques exist that overcome this issue [5]. However, in the case of the experimental
data considered here, the principal obstacle is insufficient data regarding temperature, i.e. only
two temperature values being measured. The solution to this problem is to discard relation (4)
completely and consider separate reaction rates for each temperature: kR23, kR70, kS23, and kS70.
Should sufficient temperature-data be available, the parameters of (4) may be fitted to the values
of the independent reaction rates.

Based on numerical examples [2], a combination of relaxation and permanent-set measure-
ments is suggested in order to identify the time- and history-related parameters of the dynamic
network model under constant temperature. The data available here (Section 2) contain cyclic
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stretch instead of relaxation. Similar numerical examples with these data used here suggest that
the reaction rates are identifiable in the absence of damage. The effects of damage compete
with those of network-scission, which might lead to non-uniqueness of model calibration.

Nevertheless, an attempt to calibrate the model to real-world data was made. The identified
parameters are:

C10 = 6.69MPa , kR23 = 6.36 · 10−7 s−1 , kR70 = 1.12 · 10−6 s−1 ,
kS23 = 5.90 · 10−7 s−1 , kS70 = 8.32 · 10−7 s−1 , A = 1.18 · 10−10 Pa−1 ,
a = 2.25 .

A comparison of measured and predicted permanent-set is shown in Fig. 2. Comparison of
stress-strain curves is shown in Fig. 3.

4. Summary and conclusions
Results of the calibration clearly show several discrepancies between the model and real-world
data. The simplifications considered of lesser importance are uniaxial stress assumption and
neglecting of oxygen diffusion.

One of the most obvious (and expected) source of disagreement is that only the simplest
form of the dynamic network model was used, i.e., only the neo-hookean term with the coeffi-
cient C10. Should other terms be included, better description of the stress-strain curves would
be expected.

Another shortcoming of the model, when compared to the real-world data, is probably
omission of mechanisms other than chemical ageing. This can be shown from the histories
of permanent-set, where the blocks of cyclic stretch induce some permanent deformation in
the experimental data, as opposed to the numerical model where the impact of cyclic stretch
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blocks on permanent-set seems to be negligible. This behavior might be corrected by adding
mechanisms such as plasticity, viscoelasticity or physical ageing to the model.

Finally there is the issue of sufficient data and proper selection of loading histories that
would enable the identification of a unique combination of parameters. This is already subject
of an ongoing research [2], however, the results of this work are essential regarding further
modifications of the material model, as discussed above.
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Suspensions (for example, see Fig. 1 on the left) are usually 1 DOF systems. The expression
of the position of the wheel support in terms of some parameter can be obtained by solving the
constraints imposed by the joints present in the system. But this is not efficient as the same
equations are solved several times. This paper explains another strategy consisting in solving
the kinematic problem (at position and velocity level) for particular points and using these points
to calculate all other positions by interpolation. The proposed interpolation is C1 continuous in
translation and rotation.

Figure 1. Double wishbone suspension (left) and main coordinate system, principal frames of the bodies
and secondary frames of the bodies (right) [2]

The homogeneous transformation matrix giving the situation of the principal frame of body i
can be written as

T0,i =

(
R0,i {ei}0

0 0 0 1

)
, (1)

where the columns of R0,i = [xi yi zi] give the orientation of the axes of the principal frame of
body i in the main coordinate system and {ei}0 gives the position of the principal frame of the
body i in the main coordinate system {}0 (see Fig. 1 on the right) .

The transformation matrix between the main coordinate system and the secondary coordi-
nate system of body i is given by the dot product

T0,i.a = T0,i ·Ti,i.a =

(
xi.a yi.a zi.a ei.a
0 0 0 1

)
, (2)
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where xi.a, yi.a and zi.a are the unit vectors of the axes of secondary frame and ei.a is the
position of the secondary frame. All vectors are considered with respect to the main coordinate
system.

Constraint equations allow to set joints between two arbitrary bodies (body i and body j) of
the mechanical system. The joints are defined between the frames of two different bodies. The
main frame of the body is usually placed into the mass center of the body so there is the need
to define secondary frames on the bodies (frame a of body i = i.a and frame b of body j = j.b)
between which are defined the joints.

Set of constraint equations 1b, 2b ... 6b is defined as

1b ≡ xi.a · (ei.a − ej.b) = 0, (3)
2b ≡ yi.a · (ei.a − ej.b) = 0, (4)
3b ≡ zi.a · (ei.a − ej.b) = 0, (5)

4b ≡ yi.a · zj.b = 0, (6)
5b ≡ zi.a · xj.b = 0, (7)
6b ≡ xi.a · yj.b = 0. (8)

The constraint equations relative to each classical joint can be presented as a subset of the six
previous generic equations (e.g., spherical joint is represented by 1b, 2b and 3b).

The system of the constraint (non-linear) equations could be expressed as

F(q) =
(
b1, b2, . . . , bnC

)T
= 0, (9)

where nC is the number of constraints (jb 6= bj). The vector of unknown variables is defined as

q =
(
x1, y1, z1, φ1, . . . , ψnB

)T
=
(
q1, q2, q3, q4, . . . , q6nB

)T
, (10)

where nB is number of all bodies.
All types of suspensions correspond to a one degree of freedom mechanism (assuming the

rotation and the steering of the wheel are locked), so one variable in the system of equations
has to be given (e.g., the vertical coordinate of a wheel support denoted as u). For a given value
of u, the equations are solved in terms of q by the Newton-Raphson method.

For the interpolation it is important to define velocity vi and angular velocity ωi of body i.
Motion of body 1 depends on q1 to q6, so motion of body i depends on q6i−5 to q6i. Then it is
possible to consider

T0,i(qi) =




q6i−5
R(q6i−2, q6i−1, q6i) q6i−4

q6i−3
0 0 0 1


 . (11)

For the velocity of principal frame of body i is possible to write

{vi}0 =



1 0 0 0 0 0
0 1 0 0 0 0
0 0︸︷︷︸

di,6i−4

1 0 0 0


 ·




q̇6i−5
q̇6i−4
q̇6i−3
q̇6i−2
q̇6i−1
q̇6i



, (12)
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where di,k can be written as di,k =
∂vi

∂q̇k
. It is also possible to write [2]

ωi =



0 0 0 cos q6 cos q5 − sin q6 0
0 0 0 sin q6 cos q5 cos q6 0
0 0 0 − sin q5︸ ︷︷ ︸

δi,6i−2

0 1


 ·




q̇6i−5
q̇6i−4
q̇6i−3
q̇6i−2
q̇6i−1
q̇6i



, (13)

where δi,k can be written as δi,k = ∂ωi

∂q̇k
.

Kinematic quantities, which are calculated using presented approach, are important for the
interpolation. The interpolation assumes that the evolution of a homogeneous transformation
matrix T0,A of an arbitrary body A and derivatives dA,u and δA,u (obtained from the constraints
at the velocity level) have been calculated for particular values of parameter u, where vectors
dA,u and δA,u are defined as [2]

dA,u =
∂eA
∂u

=
∂vA

∂u̇
, δA,u =

∂ωA

∂u̇
. (14)

It is useful to store the data into the table in terms of a series of values u (u0, u1, u2, ..., uN )

u0 T0,A(u0) {dA,u(u0)}0 {δA,u(u0)}0
u1 T0,A(u1) {dA,u(u1)}0 {δA,u(u1)}0
u2 T0,A(u2) {dA,u(u2)}0 {δA,u(u2)}0
...

...
...

...
uN T0,A(uN) {dA,u(uN)}0 {δA,u(uN)}0,

where T0,A consists of R0,A and e0,A. The interpolation is now a matter of finding continuous
functions between each row of previous table. For this Cubic Hermite splines are typically used.
The functions are

h00(ξ) = 2ξ3 − 3ξ2 + 1, h01(ξ) = −2ξ3 + 3ξ2, (15)
h10(ξ) = ξ3 − 2ξ2 + ξ, h11(ξ) = ξ3 − ξ2. (16)

With respect to boundary conditions (f(x0) = f0, f(x1) = f1, f
′(x0) = m0, f

′(x1) = m1) is
the interpolation of an arbirary function given by

f(x) = f0h00

(
x− x0
x1 − x0

)
+ f1h01

(
x− x0
x1 − x0

)
+

+m0h10

(
x− x0
x1 − x0

)
· (x1 − x0) +m1h11

(
x− x0
x1 − x0

)
· (x1 − x0),

(17)

which can be used in a straightforward way to interpolate the position as

eA(u) = eA(ui)h00(ξ) + eA(ui+1)h01(ξ) + dA,u(ui)h10(ξ) · (ui+1 − ui)
+ dA,u(ui+1)h11(ξ) · (ui+1 − ui),

(18)

where ξ = u−ui

ui+1−ui
and ui (i = 1, . . . , N ) are chosen values of independent suspension param-

eter u from the table. The velocity and the acceleration can be found in the same way. For the
interpolation of rotation it is important to obtain relative rotation matrix Ri,i+1

0,A which is given
by

Ri,i+1
0,A = R−10,A(ui) ·R0,A(ui+1) = RT

0,A(ui) ·R0,A(ui+1). (19)
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It is possible to express every spatial rotation as the rotation of the angle θ around the unit vector
n which define Rra(n, θ) that is given by

Rra(n, θ) =




n2
xV + C nxnyV − nzS NxnzV + nyS

nxnyV + nzS n2
yV + C nynzV − nxS

nxnzV − nyS nynzV + nxS n2
zV + C


 , (20)

where C = cos(θ), S = sin(θ) and V = 1−cos(θ). It is possible for any rotation matrix Ri,i+1
0,A

to determine the axis and the angle to which it corresponds. The angle is given directly by

θi,i+1 = arccos

(
r11 + r22 + r33 − 1

2

)
, (21)

where r11, r12, r13, r21, r22, r23, r31, r32, r33 are elements of matrix Ri,i+1
0,A and it is assumed

that 0 < θ < π.
The unit vector parallel to the axis can then be obtained by (if sin θ 6= 0)

{ni,i+1}i =
1

2 sin θ
·




r32 − r23
r13 − r31
r21 − r12



 . (22)

The full orientation matrix will then be calculated from

R0,A(u) = R0,A(ui) ·Rint
0,A(u) = R0,A(ui) ·R1(u) ·R2(u) ·R3(u), (23)

where matrices R1(u), R2(u) and R3(u) correspond to

R1(u) = Rra(
{δA,u(ui)}i
‖δA,u(ui)‖

, ‖δA,u(ui)‖ · h10(ξ(u)) · (ui+1 − ui)), (24)

R2(u) = Rra({ni,i+1
A,u )}i, θi,i+1 · h01(ξ(u))), (25)

R3(u) = Rra(
{δA,u(ui+1)}i+1

‖δA,u(ui+1)‖
, ‖δA,u(ui+1)‖ · h11(ξ(u)) · (ui+1 − ui)). (26)

The proposed methodology was implemented in MATLAB and tested on the double wish-
bone suspension (Fig. 1 on the left). The exact position and orientation (of a wheel or a sample
for verifying the interpolation method) were compared with the calculated values obtained from
the interpolation. It applies Ri,e = RT

i ·Re, for the error in rotation, where Ri,e is the relative
rotation matrix between interpolated and exact position, Ri and Re are interpolated and exact
rotation matrices. Error in rotation is then given by formula (21), applied to Ri,e. The error in
translation was evaluated as norm of the distance vector between the two versions (exact and
interpolated). For the position the highest norm is smaller than 4×10−3 mm and for the rotation
the biggest difference is smaller than 4× 10−3 rad (0.03◦).
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1. Introduction 

The hangers used for supporting the large civil engineering structures as, e.g., roofs or bridge 

decks represent the flexible structural elements susceptible to excessive vibration due to wind 

excitation. In the case of closely-spaced individual hangers, the significant wake-induced 

oscillations leading to significant reduction of their lifetime can occur, see [1-5]. 

This abstract deals with an analysis of the aerodynamic vibration of a group of four existing 

hangers supporting the hangar roof and creating in cross-section the rectangular array, see 

Fig. 1. It is especially concentrated upon the determination of the cause of the violent vibration 

of one of the hangers. In particular, the excessive vibration of the bottom downwind hanger in 

the across wind direction was observed, while the rest of hangers remained nearly stationary. 

The dominant vibration mode of the hanger was characterized by a one node in the middle of 

the length and by frequency f = 5.85 Hz. It corresponds to the second resonant frequency 

identified from the spectrum of the response related to hammer impact test. All four hangers in 

the form of tension rods have the same diameter, D = 84.1 mm, mass per unit length 

 = 43.6 kgm-1 and almost identical length 21 m and modal properties. The normalized distance 

between hangers in horizontal and vertical directions is equal to 3.15 D, and 3.8 D, respectively. 

The relatively high Scruton number of the hanger, Sc = 59.2, was determined for the expected 

very low logarithmic decrement of structural damping,  = 0.006.  
 

 

 
 

Fig. 1. Layout of hangers (left) and scheme of the part of roof supporting structure with hangers (right) 
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2. Theoretical analysis of wind-induced vibration  

At first, the theoretical analysis of possible causes of the violent vibrations of the hanger was 

carried out. The calculations of critical wind speeds for vortex shedding and galloping of 

isolated one hanger according to Eurocode [2] confirmed the assumption of origin of excessive 

vibration in the wake induced vibration. In addition, the analysis of a pair of hangers did not 

reveal the significant increase in the response of the downwind hanger due vortex shedding 

effect on the upwind hanger. The theoretical analysis identifies the interference galloping as 

one of the possible causes of the serious vibrations. The formula for calculation of critical wind 

speed related to this type of aero-elastic instability can be found in the code [2] in the form: 

 𝑣𝐶𝐼𝐺 = 3.5 ∙ 𝑓 ∙ 𝐷 ∙ √
𝑎

𝐷
∙𝑆𝑐

𝑎𝐼𝐺
,         (1) 

where f is natural frequency of hanger; D is diameter of hanger; a is distance between hangers; 

Sc is Scruton number and aIG is a combined stability parameter with a value of 3. In our case, 

the formula (1) gives for the observed resonant frequency the estimations of critical wind speed 

equal to 13.6 m/s, which is realistic to be present at site. It must be noted, that this formula is 

related to only a pair of hangers and can be adopted only up to ratio a/D = 3. Nevertheless, the 

code [2] does not provide the solution for both, the higher ratios, a/D, even though the 

interference galloping can occur for ratio up to 4 [1] as well as for more complex arrangements 

of hangers as, e.g., analyzed tetrad of hangers. Thus, in our case, where the ratio in the wind 

direction is very close to the boundary value in [2] the above mentioned formula was used only 

for rough estimate of critical wind speed and the real interaction effect among four hangers 

needed to be investigated experimentally. 

3. Procedure of wind tunnel testing  

Aero-elastic stability and dynamic behavior of the bottom downwind hanger as a vibrating 

member of the tetrad of the rods were investigated experimentally in the wind tunnel of ITAM 

AS CR in Telč in the Czech Republic. The experimental model of each hanger was represented 

by 1.3-meter long plastic cylinder with the real cross section. Thus identical flow conditions 

around the cylinder as in reality i.e. same Reynolds number was reached. The cylinders were 

fixed horizontally to a specially designed experimental stand, see Fig. 2. 
 

 

 
 

 
 

Fig. 2. Experimental set-up with mounted cylinders represented a real configuration of hangers 
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The bottom downwind hanger was placed into the special mechanism of this set-up allowing 

only the vertical (cross wind direction) movement. The stand enabled to analyze the influence 

of two values of Scruton number (Sc = 44 and Sc = 79) on aeroelastic instability of the cylinder, 

while its natural frequency (f = 2.6 Hz) and the damping ratio ( = 1.5 %) remained fixed. The 

lower natural frequency than in the real case was chosen due to mechanical restrictions of the 

stand. The low value selected in this way allows also to reduce the influence of vortex shedding 

emerging at wind velocity below 3 ms-1 on the instabilities occurring at higher wind speeds. 

The other three cylinders from tetrad were assumed as stationary, i.e. non-vibrating and were 

fixed between two plastic end-plates of the stand. Two positions of these fixed hangers were 

investigated in order to simulate two basic wind direction, i.e. α = 0° and α = 10°, respectively, 

see Fig. 1. The latter case represents the critical wind incidence angle for the interference 

galloping [2]. In addition, behavior of an isolated hanger and a pair of hangers in the horizontal 

row were tested to compare the susceptibility to the aero-elastic instability with the full 

rectangular array configuration.  

All tests were performed in the smooth flow conditions and consisted from incremental 

increases of the wind velocity from 2 ms-1 with the step approximately equal to 0.7 ms-1. The 

maximum reached velocity was determined by the mechanical vibration limit of the set-up. 

Subsequently, the wind speed was decreased by the same step in order to identify the expected 

hysteresis effect. The steady-state response of the bottom downwind cylinder was measured for 

each velocity step using the rotary transducer connected to one of the moving lower arms of the 

set-up.  

4. Results of experimental testing  

At first, the hanger in rectangular array, in a pair of hangers and as an isolated element was 

tested in the smooth flow for angle of attack α = 0°. The results of the dynamic response in all 

did not indicate any loss of the dynamic stability of the cylinder or an occurrence of high level 

oscillations as observed in reality. In particular, the RMS value of the vertical displacement did 

not exceed the value of 0.06 D.  

The experiments of all analyzed groups of hangers under the wind flow incidence angle 

α = 10° revealed sudden and significant increase of the cross-wind vibration response of the 

bottom downwind hanger at certain critical wind speed. By reaching the critical velocity, the 

harmonic response with high amplitudes was observed. Increase of the velocity above the 

critical one leads to the further increase of the response amplitude. It is documented in Fig. 3 in 

terms of RMS value of measured relative displacement for both the pair and the tetrad of 

hangers possessing the same and different Scruton numbers, Sc. For identical Sc, the outset of 

vibrations with high amplitudes for the rectangular array was detected at approximately two 

times lower reduced wind speed than for the pair of hangers. This implies on a significant 

influence of the upper row of hangers on interference galloping of downwind hanger in the 

bottom row. When comparing two groups of 4 hangers for different Sc, the initiation of 

instability for the higher Sc is becoming as expected at higher reduced wind velocity than for 

smaller Sc. The ratio between reduced critical wind speeds for these cases with different Sc 

equal to 1.34. It is a slightly higher than the square root of ratio of corresponding Sc equal to 

1.84, which is relation between both critical velocities when applying formula (1). It should be 

also noted, that the level of vibration for higher Sc was lower than for smaller Sc as expected.  

Strong hysteresis behavior was observed during whole testing process. The bottom 

downwind cylinder in the rectangular array as well as the downwind cylinder in a pair were 

oscillating with high amplitudes not only above the critical wind velocity, but also when the 

wind velocity was decreased below the critical one, see the dashed lines in Fig. 3. However, 

with further decrease in wind velocity at some moment a sudden significant reduction in the 

response occurred. This holds for all of the analyzed configurations. 

78



 

The estimations of critical wind speed for interference galloping of real bottom downwind 

hanger on site based on combination of experimental results and formula (1) was done. In the 

case of the rectangular array of the hangers, the critical wind speeds determined for both values 

of Sc are not too much apart from the value determined according the code [2] corresponding 

to the pair of hangers. In particular, the critical wind speed equal to 10.9 ms-1 and 15.1 ms-1 

were determined for smaller Sc and higher Sc, respectively. The wind speeds in this range can 

occur on-site and can cause serious vibrations and damages as already observed at the real 

structure. In case of a pair of the hangers, the critical wind velocity equal to 26.4 ms-1 obtained 

from the wind tunnel results is significantly higher than its counterpart calculated according 

formula (1). It is because we consider the code value is representing very conservative estimate 

that secures the highest level of the safety comprising large amount of cases of the geometrical 

arrangement. It must be also noted, that the estimated critical values can be affected by 

prerequisites and limitations of the experiment, e.g., only cross-wind vibration of the bottom 

downwind hanger was allowed, the rest of hangers were assumed as static, etc.  

The aforementioned conclusions can be of interest of specialist dealing with similar 

problems in engineering practice and also be a motivation for further investigation of the 

influence, e.g., the spacing among the hangers in the rectangular array on the instability and the 

whole character of flow around such bundle of individual structural elements. 
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Fig. 3. Root Mean Square (RMS) value of relative displacement of the oscillating cylinder as a function of 

reduced velocity (solid line – increasing velocity branch, dashed line – decreasing velocity branch) 
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A total knee arthroplasty (TKA) is in rare cases followed by an extra-articular fracture of 

distal femur. It happens mostly in elderly patients with ostheoporosis and can be stabilized 

only by a surgical treatment. Several implant types are used by orthopedic surgeons for its 

management. In this study we compare a response to axial load and torque for four implants: 

Distal Femoral Nail (DFN), Locking Compression Plate (LCP), Angled Blade Plate (ABP) 

and Dynamic Compression Screw (DCS).  

The geometry of femur with fracture and the implants is the same one as in the previous 

studies [2, 3]. Both compact and spongy bone are modelled by 3D elements. The gap of 

a simple extra-articular fracture is 2 mm wide. There is no callus formed. The finite element 

models with the implants are shown in Fig. 1. 
 

       
 

 

Fig. 1. The frontal (left) and lateral (right) view of model of femur with TKA (green), fracture (black) and 

implants from left to right: DFN (red), LCP (dark blue), ABP (pink) and DCS (light blue) 

The material parameters of ostheoporotic bone were taken from Jimenez-Cruz et al. [4]. 

The screws, the spiral blade and the implants are made of titanium alloy. 
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Two types of load were used as in the previous study [3] – the uniaxial load on the 

femoral head and the torque. The loading conditions correspond to those of Brinkman et 

al. [1]. For both loads, a rigid body was formed at the surface of the femoral head and the 

greater trochanter and all degrees of freedom of the distal part of the femoral component were 

fixed. In case of the uniaxial load, a force corresponding to the body mass of 80 kg was 

applied on the center of femoral head in the direction of mechanical axis and all other degrees 

of freedom were fixed. For torque, a moment of 5 Nm was applied on the center of femoral 

head about the mechanical axis and all other degrees of freedom except the movement in axial 

direction were fixed. 

The von Mises stress distribution in the implants and the displacement of femur in all 

three main directions were analyzed for the four implants and the two loading conditions.  

The results of uniaxial load are similar to those of the previous studies [2, 3]. In case of 

DFN there is an increased stress in the middle of the spiral blade in the area in contact with 

the nail and in the nail in the area around and above the fracture location. Von Mises stress in 

the three external implants is the highest in the area below the lowest nail in the diaphysis. 

The screws are loaded mainly in the area of their intersection with compact bone. The 

displacement in all cases is the most prominent in the sagittal plane, the femoral mid-shaft 

bends ventrally in all cases. The medio-lateral movement and the compression in the direction 

of axial load is significantly lower. 

With torque about mechanical axis, the greater trochanter rotates dorsally for all implants. 

The femoral mid-shaft undergoes at least twice as large rotation along the mechanical axis in 

case of LCP over the remaining three implants. Also the stress reaches significantly higher 

values in LCP implant, especially below the level of the screws in the diaphysis and at the 

level of upper three screws on the condyle. 

The most important difference among the four implants is in the rotation along the 

mechanical axis in case of LPC under torque consequently causing notably higher stress in the 

implant.  
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The main aim of this work is to solve the problem of transient waves propagated through a
1D layered elastic medium and to find an effective tool for solving optimisation problems for
such type of heterogeneous medium. First, the semi-analytical solution for waves induced in a
layered elastic thin rod by an axial impact is presented. Then, using the experimental data, three
selected optimisation problems are solved by using an in-house Matlab code. Specifically, the
inverse problems of material and geometrical properties and of loading pulse identification are
solved followed by the problem of optimal design of layers to reduce the effect of impact.

The investigation of non-stationary response of a 1D layered medium made of n homoge-
neous elastic layers (see Fig. 1) can be handled by different methods. Probably the simplest
way is to apply the existing solution for homogeneous thin rod (see e.g. [3]) to each ith layer
(i = 1, . . . , n) and to use the ”stick” boundary conditions defined at each of n − 1 rods’ in-
terfaces. Using the Laplace transform and taking into account zero initial conditions of the
problem, the wave equation for each ith homogeneous 1D rod leads to a simple ordinary differ-
ential equation. Introducing the Laplace transform of the axial displacement Ui(x, p) and the
transform of the axial stress Σi(x, p), one can write the solution of such ith equation as

Ui(xi, p) = Ai(p) sinh

(
pxi
c0,i

)
+Bi(p) cosh

(
pxi
c0,i

)
, (1)

Σi(xi, p) =
Eip

c0,i

[
Ai(p) cosh

(
pxi
c0,i

)
+Bi(p) sinh

(
pxi
c0,i

)]
, (2)

where xi denotes the local coordinate (see Fig. 1), Ei is the Young’s modulus, c0,i represents the
wave speed, p is the complex variable and Ai(p) and Bi(p) are complex functions dependent on
boundary conditions. These conditions can be formulated for the free (or fixed) end at xn = 0
and for the excited end at x1 = l1 in a standard way (see e.g. [3]). The remaining 2(n − 1)

Fig. 1. Layered 1D media composed of three homogeneous mediums (n = 3)
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conditions for the interfaces can be defined in Laplace domain as follows:

Ui(li, p) = Ui−1(0, p) and Σi(li, p) = Σi−1(0, p) for i = 2, . . . , n. (3)

Introducing the Laplace transforms (1) - (2) into the mentioned conditions, a system of 2n
complex equations for the unknowns Ai(p) and Bi(p) is obtained. Basically, this system can
be solved exactly only for very simple cases, so the numerical approach needs to be used for
a general case. Once the values of Ai(p) and Bi(p) are determined, the problem of inverse
Laplace transform has to be resolved. In this work, numerical inverse Laplace transform based
on fast Fourier transform and Wynn’s ε-algorithm (see [2]) are used. This approach delivers
very precise results with low computational demands (see [1]), which makes it suitable for
solving optimisation problems.

There are three optimisation problems solved in this work. Two of them are the inverse
problems based on the acceleration response measured at free end of an excited rod made of
three layers. The side layers were identical from the geometrical and material point of view
while the central one was made of a different material and has different length. The identifica-
tion of Young’s modulus of all three layers is the first optimisation problem considered. This
problem was solved using the standard Matlab function fmincon to very satisfying and accurate
results. More than forty optimisations have been run for different lengths of the center layer
and for different shapes of the loading pulse with a relative deviation of identified moduli under
5%.

The identification of the loading pulse is the second inverse problem solved. For this pur-
pose, the pulse was approximated by Fourier sine series and its coefficients and base frequency
were then the optimised parameters. Using more complex procedures based on the particle
swarm optimisation (PSO) and on the genetic algorithm (GA), it was possible to obtain very
accurate results already for 14 terms of the Fourier series. It is obvious from Fig. 2, where the
identified pulse is compared to the measured one.

The last optimisation problem consists in the minimisation of stress amplitude at free end
of the layered rod by designing the material parameters (material densities ρi and moduli Ei)
and the lengths li of the layers. This problem was also solved using PSO and GA in Matlab
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Fig. 2. Comparison of measured and identified pulse
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Fig. 3. Spatio-temporal distribution of axial stress σ(x, t) in optimised rod composed of 5 layers

environment. Optimisations running over the same intervals of optimised parameters led to
similar measure of initial pulse reduction but with different layer properties and composition.
This problem, as formulated, has a lot of local minima and it was not possible to find one
optimal solution by using mentioned procedures. The value of axial stress at free end of the rod
was reduced to 1% - 30% of the initial pulse amplitude depending on the pulse duration. One
example of a five-layered rod with optimised composition is presented in Fig. 3. This spatio-
temporal distribution of axial stress σ(x, t) in the rod clearly shows the primary tensile pulse
propagating from the right excited end, interacting with the layer’s boundaries (dashed lines)
and reaching the free end of the rod with the amplitude about 3.6% of its initial value.

This work gives an overview of the fast solver developed for problems of non-stationary
wave propagation in a 1D layered elastic media based on the semi-analytical approach. Using
the experimental data, the solver is then effectively used for solving selected optimisation prob-
lems and the advantages and disadvantages of the proposed procedure are shown. Presented
technique can also be used for the approximate solution of more general 1D heterogeneous
problems, e.g. for the investigation of transient waves in functional graded materials.
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1. Introduction
Motorcycle transportation is becoming more popular nowadays and therefore it is really impor-
tant to use a qualitative protective equipment. Simulations of the protective equipment such as
[2] and [3] are becoming a common matter and their main purpose is to improve the protector
and its designing process. Unfortunately, many aspects influence the ability to absorb energy
during the accident. One of the key aspect is the temperature.

Joint protectors should satisfy requirements of the standard EN 1621-1. However, the higher
temperatures are common matter in the motorcycle transportation, the part of this standard
concerning a temperature influence is optional [1].

This work deals with a different mechanical response of commercially available joint pro-
tectors exposed to a variety of temperatures during an impact test. These temperatures were
selected to reflect obligatory 23 ± 2 ◦C and optional 40 ± 2 ◦C according the standard, and
moreover 50±2 ◦C. The temperature influence proved to be an important factor that marginally
affected ability of protectors to absorb energy. Since in addition to transmitted forces, displace-
ments of an impactor were measured during the compression of the protectors, the measured
data will be used to model the protectors.

2. Experiment
An impact test was chosen to demonstrate the influence of elevated temperature on the motor-
cyclist protective equipment.

A serie of impact tests was realized to obtain source data. A drop tower was designed to
reflect the geometry of the standard test [1]. An impactor with flat steel head weighted 5 kg.
The impactor was released from 1 m height over a spherical anvil.

The maximal transmitted forces and the impactor displacements were measured. The exper-
iment was carried out for three temperatures, namely 23± 2 ◦C, optional 40± 2 ◦C, and above
standard 50 ± 2 ◦C. The protectors were left in the respective temperature for one hour prior
the testing. The impact tests were carried out within 30 s after taking out the protector from a
heating chamber, which meets the requirements of the standard.

Three types of joint protectors were examined, see Fig. 1: (a) SAS-TEC SCL-2, (b) per-
forated BETAC, and (c) compound BETAC protector. Both, SAS-TEC SCL-2 and perforated
BETAC, consist of one type of a different energy absorbing foam. The compound BETAC
protector has complicated structure and consists of two main firmly connected layers. The bot-
tom layer is made of a softer foam. The upper layer is made of a denser foam, similar to the
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materials of previous protectors. Both SAS-TEC SCL-2 and compound BETAC are protectors
with protection level 2, therefore, the maximal transmitted force during the standard test cannot
overcome 20 kN. The perforated BETAC is level 1 protector, its limit for maximal transmitted
force is 35 kN.

The chosen protectors are commercially available and were recommended for the research
by czech manufacturer of motorcycle clothing PSÍ Hubı́k.

Fig. 1. Joint protectors: (a) SAS-TEC SCL-2, (b) BETAC with perforations, (c) compound BETAC

The obtained data are displayed in Fig. 2. The temperature has a negative influence on both
the maximal compressions and the maximal transmitted forces. The transmitted force increases
its value with increasing temperature.

The perforated BETAC protector satisfies the level 1 protection requirements for all three
temperatures. This protector satisfies level 2 protection limit for 23 ◦C.

The SAS-TEC SCL-2 meets the requirements of the level 2 protection limit, however, its
response is on the verge of the level 2 protection limit for 40 ◦C. The level 2 limit is overcome
in case of 50 ◦C.

The compound BETAC protector satisfies this limit for all measured temperatures. Its com-
pressions reach significantly lesser values for 23 ◦C and 40 ◦C than SAS-TEC SCL-2.

Fig. 2. Obtained data: (a) maximal compressions, (b) maximal transmitted forces
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3. Simulation
The simulation of the carried out test was created in ABAQUS software. The model uses the
symmetry of the geometry, boundary conditions and load, therefore, only the half of the prob-
lem was simulated (see Fig. 3). The impactor head and the anvil were simulated using shell
elements. The geometry of the SAS-TEC SCL-2 protector was created in Rhinoceros software.
The protector consisted of 5151 solid elements. The impactor displacement and the transmitted
force were evaluated.

This simulation will be further used for a calibration of a material model previously re-
searched in [4] and [5]. The simulation will be also extend with the compound BETAC protector
geometry and its material models identification.

Fig. 3. Simulation: (a) assembly, (b) protector mesh

4. Conclusions
Elevated temperature has a negative influence on the foam protectors. The values of the maximal
transferred forces are rising with increasing temperature. Omitting the optional part of the
standard [1] can favour the protector and grade it as the level 2. The SAS-TEC SCL-2 and the
perforated BETAC reach comparable values of the maximal transmitted forces and the maximal
compressions, despite their different protection levels. The compound BETAC protector was
the best of the tested protectors.

The simulation of the experiment will be further used for the identification of material model
parameters of the compound BETAC protector and the calibration of SAS-TEC SCL-2 material
model.
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On the way to more productive manufacturing, principle of human-robot collaboration is 

often mentioned. Compared to heavy industrial robots, which perform their tasks behind 

safety fences, requirements for collaborative robots (cobots) differ. They should be small, 

light and powerful enough to help humans but not to hurt them. In other words, their design is 

mainly determined by current safety standards. Overview of safety measures used in 

industrial plants is presented in [2]. One of the drawbacks of cobots in today’s design is their 

payload. Due to higher inertia of heavy load, they are not allowed to carry too much. One 

option, how to deal with this fact, is incorporating intrinsic compliant systems into their 

structure, to prevent potential collision damage. Such a system could be a variable impedance 

actuator, which allows controlling its position and stiffness simultaneously. Reviews on their 

types and design could be found in e.g. [4, 5]. Our goal is therefore to study and develop 

structures with intrinsic safety, which comply with safety standards and are able to assist 

during collaborative human-robot production tasks. 

Firstly in presented work, one type of a variable stiffness actuator was adopted, namely 

VSA-II (Fig. 1 left) described in [3]. It consists of two motors in antagonistic setup and 

nonlinear transmission connecting each motor to the controlled link. The nonlinear 

transmission is made of 4-bar mechanism (Fig. 1 right) with specific dimensions, which 

makes the relationship between motor input angle θ and output angle β nonlinear and thus the 

stiffness seen at O is nonlinear too.  
 

 
 

Fig. 1. VSA-II prototype (left) and 4-bar mechanism (right) used as nonlinear spring (modified from [4, 5]) 

Based on description in [3] simulation model of VSA-II connected to the output shaft was 

created and simple PD control scheme was used to control shaft position and it´s stiffness. 

First simulation was performed under simplifying assumptions, where no load torque and 

gravity is considered and steady state equilibrium is assumed, which permit us to define shaft 
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position as motors mean position. Fig. 2 shows results of these simulations, where trajectory 

of the output shaft is seen on the left and tracking of angle corresponding to output stiffness 

could be seen in the right picture. 

 
 

Fig. 2. Position (left) and angle corresponding to stiffness (right) tracking by 1-DOF rod controlled by VSA-II 

using PD regulator 

As mentioned above this model was simplified, which in fact means that the dynamics of 

the link was ignored. Therefore next simulations with presence of load torque external 

disturbances and gravity for the output shaft were performed. Increased complexity of the 

system and especially the control algorithms were observed. The principles of state feedback 

linearization or feedback linearization (as mentioned in [1]) seem to be the promising 

solution. 

Finally, the model of planar manipulator arm with three revolute joints equipped with one 

VSA-II in each joint was created. Four-bar mechanism is attached on link i with output shaft 

i+1connected to revolute pair C and linear spring with stiffness k, as described in Fig. 1 

(right). The whole structure with 9-DOF together with efficient control scheme is studied with 

emphasis to the precise end-effector position tracking, stiffness adjusting and undesirable 

collision effect reduction. 
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Distributed electrical propulsion (DEP) represents modern and promising development trend in
aircraft design. Main advantage of this concept should be lower energy consumption due to
higher lift to drag ratio in cruise flight regime and smaller wing area needed. However, DEP
itself brings new problems and challenges to aircraft design. DEP is based on the increase
of flow velocity on the wing by propellers. So, the lift is increased and smaller wing area is
needed for given landing velocity. The influence of DEP is analysed on the generic wing for
single engine turboprop aircraft with two common NASA airfoils with relative thickness 17%:
LS(1)-0417 and MS(1)-0317. Various propeller diameters are tested and airfoil drag, pitching
moment and required power are compared. Results can be used for detailed design of aircraft
with DEP system.

Classical DEP system consisting of many smaller propeller in front of the wing leading edge
is assumed. This increases dynamic pressure on the wing and thus can be used for lift increase
during take off and landing. It is analyzed for generic general aviation aircraft (i.e., aircrafts of
the class like Pilatus PC-12 or Daher TBM 940). Assumed aircraft configatation is similar to
EcoPulse project [1]. Following input parametrs are used:

• wing load m
A

= 200 kg.m−2,
• wing aspect ratio λ = 10,
• wing chord c = 1.6 m,
• flight level 0 m ISA.

The starting point of the analysis is the fact that thrust is equal to the drag in steady horizontal
flight. Only wing drag is assumed, i.e., drag coefficient cD is determined as the sum of airfoil
and induced drag

cD = cDprof + cDi. (1)

Airfoil drag is computed by xFoil software [2]. Mach and Reynolds numbers corresponding to
the real flight conditions are used, i.e., flight velocity is computed for every lift coefficient cL
and then used for determination of Reynolds and Mach numbers. Induced drag is computed by
simple formula [3]

cDi =
c2L
πλ
. (2)

Power required for the aircraft propulsion is determined as induced power of the propulsion
system, i.e., power required to the acceleration of the air from flight velocity v0 to v2. It is
computer for one meter wingspan

P

l
=

1

2
ṁ(v22 − v20), (3)

91



where the propulsion system exit velocity is v2 = v0 + 2∆v. ∆v can be determined for given
DEP system heighth (represents DEP propeller diameter) from the equation

∆v =
v2
2

(1 −
√

1 − ccD
D

). (4)

Sample comparison of DEP with standard propulsion system (e.g., propeller) can be seen in
Fig. 1. Dependence of required thrust on flight velocity shows clearly difference in the stall
velocity. Distributed propulsion causes lower stall velocity with identical wing area and airfoil.
However, for higher velocity, DEP wing has higher drag and thus lower lift to drag ratio in the
cruise regime.

Fig. 1. Influence of DEP on required thrust, propulsor height equals to 20% of wing chord, Airfoil
MS(1)-0317

This paper presents analysis of the DEP propulsion for the wing of generic general aviation
category aircraft. Wing airfoils MS(1)-0317 (i.e., medium speed airfoil) and LS(1)-0417 (i.e.,
low speed airfoil) with relative thickness 17% are studied. Some trade-offs are necessary during
design of this propulsion system. Decrease of minimal flight speed is connected with slight
drag increase in cruise regime. Detailed computational fluid dynamics (CFD) simulations will
be done in order to verify analytical results. Results will be used as input data for higher fidelity
methods for the design and optimization of the DEP system so that advantages are fully used
and disavantages eliminated as much as possible.
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1. Introduction
Human safety and security are currently main topics of the research in many fields. The pri-
marily area is an automotive safety, followed by other way of transport industry (trains, trams,
aircraft etc). Currently, there is a big effort of the human safety in the sports, mainly in contact
sports. There is a massive investment in the american football research, since there is a high risk
of the injury and there is a very strong economical background beyond this sport. However, the
biomechanical research focused on human safety starts to play a role in more and more different
kind of sports (ice hockey, cycling, martial arts, etc.).

This work is a preliminary research of a student’s project utilizing a very new field of the
safety focused on the rock climber/mountaineers. Nowadays, the rock climbing become very
popular between the people of all ages, especially in Europe. The number of climbers, the
number of new climbing routes as well as number of climbing gyms dramatically increased
in last few years. Moreover, the professional climbers are still pushing the limits of human
skills further and further. Such effort is followed by higher number of falls. However, the
numbers of athletes death because of the fall is very low, the loading which human body have to
sustained is significant. The climbing gear is still enhancing, to be more safe but also to be more
user friendly. In this case, to be light enough to minimize the disturbance of the athlete. The
climbing rope become thinner (from 20 mm in the past, to 8 mm nowadays) with even better
dynamics behavior. Similarly the harness, slings and so on dramatically decrease their diameter
and mass. Decreasing of the mass results in the lower lifetime of the gear and it can lead up to
decreasing of the comfort or even the safety of the athletes.

Purpose of this work is to use Virthuman (validated human body model successfully used
in the traffic safety purposes [3, 6, 7, 8]) and utilized it in the rock climbing fall scenario.
The main aim is to understand the mechanism of the fall, to build an appropriate numerical
model of the climbing harness and the rope and to simulate the athlete fall in the rope-harness
protection chain. The model developed here can be further used as a tool to predict the loading
of the human body (mainly the head, neck, abdomen and the spine) and can be used in the
development of the new protection gear. There are several published papers focused on the
climbing fall [4, 5] or modeling of the rope, harness and belaying devices [1, 2]. However, the
evaluation of the athlete’s injury risk and level of the dynamic loading of the body has not been
accessed.

This work firstly deals with the modeling of the harness and the rope and together with the
model of the athlete prepare some falling configurations in order to understand the mechanism

93



(a) Rock climber harness (b) FEM model of the harness (c) Virthuman with the harness

Fig. 1. Climbing harness and its FEM model

of all fall stages and to understand how to body reacts with the harness. Fig. 1a, 1b and 1c
show the climbing harness, model of the harness and athlete (Virthuman) wearing the harness,
respectively.

2. Results and future work
Since this is an ongoing student’s project, the authors present only a preliminary results, consist-
ing basic athlete’s fall into the harness-rope. Free fall of the athlete into the protection devices
(harness and rope) from the initial height and laterally shifted, are used for testing robustness
and capability of the model in such scenarios. The material models used here are standard
materials used in car seat belt (flat slings and rope). Due to the lack of the material data and
experimental tests, the further work includes also material testing and material model fitting.
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The aircraft flutter is self-excited harmonic oscillation of structure. It occur without any 

warning and leads to destruction within a second. Flutter is cause by interaction of inertia, 

stiffness and aerodynamic forces. There have to be considered the feedback between force 

and deformation of structure during mathematical analysis of problem. A producer of airplane 

have to proof that each prototype of airplane is free from flutter up to certain velocity given 

by airworthiness requirements. 

There have to be carried out a ground vibration test (next as GVT) [1] of an airplane for 

obtaining input data to flutter analysis in form of modal parameters. Any analytical methods 

for evaluation modal parameters of complex structure such as airplane fail. The GVT is based 

on excitation of aircraft structure by electromagnetic exciter with force meters and sensing a 

response by accelerometers. The measured data are process by Fast Fourier Transformation 

and Frequency response Function is subsequently determined for the purpose of modal 

parameters evaluation. The flutter analysis can be carry out on a finite element model tuned at 

the modal parameters from GVT [2] and [1]. Alternatively, by mathematical model derived 

directly in modal coordinates where eigen-vectors are not calculate on behalf of tuned finite 

element model, but directly imported from GVT measured data [3]. There were used the 

second method in this paper. 

An electrical propulsion of an aircraft becoming more and more popular in last few years. 

A companies focused at aircraft production are experimenting with installation an electrical 

propulsion unit (next as EPU) to their aircraft. There is also a company aimed on developing 

and certification of such as propulsion unit, for serial production as an alternative to Rotax 

engine, which is popular among sports aircraft producer. In these days, a thrust produced by 

electrical engine installed in such as airplane is enough for safety take-off and fast enough to 

cruise. Nevertheless, a maximum velocity or endurance of airplane with EPU is far less than 

for combustion engine. In addition, the EPU installation can quite affect a flutter velocity of 

an airplane in negative way. 

The subject of presented work is two-seater all-metal low-wing sports airplane with wingspan 

9m. A fuel stores are situating in wings. A luggage compartment is situate in wings and 

fuselage. The airplane is certified according CS-23, thus a minimal flutter velocity has to be 

higher than 1,2 multiple of design velocity of airplane (next as VD). The airplane has standard 

combustion engine Rotax. Moreover, there was did a modification of this airplane in sense of 

installing an EPU. There were performed the GVTs with 94 measuring points and 13 

excitations locations together with flutter analysis for both version of airplane.  

The flutter analysis for airplane with Rotax engine was carried out for light (one light 

pilot, no fuel, no luggage) and heavy (two heavy pilots, full fuel tanks, full luggage 

compartment) mass configuration with free and blocked control. On behalf of CS-23  
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Table 1. Flutter summary for Rotax version (light mass configuration, altitude 0m); A1: 1st Anti. wing bending; 

1.AR-KR: 1st Anti. aileron rotation; 1.TT: 1st Fuselage torsion; 1.R-SK: 1st Rudder rotation 

Flutter type Modes involved Flutter velocity Flutter frequency Control 

Aileron flutter 
A1 (Node in 48%) + 

1.AR-KR  
1,48VD 19,3 Hz Free 

Rudder flutter 1.TT + 1.R-SK 1,35VD 15,8 Hz Blocked 

requirement, the limits of all variables that can affect the flutter velocity have been examine. 

Analysed flutter velocities for nominal state are present in Table 1. All flutter velocities are 

above 1,2VD, thus the airplane meets the requirement to flutter resistance for nominal state. 

The modification of airplane for a purpose of EPU installations is based on removing 

combustion engine and installing the electrical one, which is lighter and smaller than 

combustion one. The batteries are install in the wing. The fuel storage and wing luggage 

compartment were replace by battery bed structure. Each half-wing contains three battery 

segments, distributed from root rib up to 55% of wingspan. The mass of all batteries installed 

is 185kg, which is about 45% more than for mass of maximum fuel and luggage in wing 

compartments. The structure of airplane gets heavier due to installation of EPU by 40kg e.g. 

9,5%, without considering the mass of batteries.  

The result of nominal state flutter analysis for modified airplane with EPU is present in 

Table 2. All flutter velocities are above 1,2VD, except first Aileron flutter for Free control, 

where the flutter velocity is inside a flight envelope at 0,88 VD. This flutter does not occur for 

Rotax version of airplane and is cause by battery installation. There are two symmetric and 

two antisymmetric 1st wing bending modes for EPU version. The Rotax version of airplane 

has only one mode for each, as usual airplanes have. See Fig. 1 for first wing bending modes 

comparison. The second wing bending modes for both airplane versions have no such as 

anomaly and they are similar in frequency and eigen-shape. The installation of battery bed 

have to be well stiff to battery will not stress by bending moment, together with add mass of 

battery it cause that new modes similar to first bending modes appear. They differ from 

standard structural modes in position of node point. Symmetric battery mode is not a problem 

because even that it have eigen-frequency higher than structural one it is still quite far away 

from eigen-frequency of symmetrical aileron rotation, which is about 30Hz, for free and 

blocked control. Unfortunately, eigen-frequency of antisymmetric battery mode is about half 

of structural one, and thus gets closer to antisymmetric aileron rotation mode, which is 7,5Hz 

for free control. Those two modes pairs together at certain velocity and causing the flutter 

occurrence in flight envelope. 

Table 2. Flutter summary for EPU version (light mass configuration, altitude 0m); A1: 1st Anti. wing bending; 

1.AR-KR: 1st Anti. aileron rotation; S2: 2nd Sym. wing bending; 1.SR-KR: 1st Sym. aileron rotation; 1.TT 1st 

Fuselage torsion; 2.R-SK: 2nd Rudder rotation; 1.SOT 1st Fuselage side bending 

Flutter type Modes involved Flutter velocity Flutter frequency Control 

Aileron flutter 

(Battery mode) 

A1(Node in 26%) + 

1.AR-KR 
0,88VD 13Hz Free 

Aileron flutter S2 + 1.SR-KR 1,48VD 42 Hz Free & Blocked 

Rudder flutter 
1.TT + 2.R-SK + 

1.SOT 

Free: 1,29VD 

Blocked: 1,27VD 

Free: 20,5Hz 

Blocked: 19,8Hz 
Free & Blocked 
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Fig. 1. First wing bending modes comparison. Symmetric modes – left column. Antisymmetric – right column 

The installation of large amount of battery to wing can negatively affect the flutter 

velocity of aircraft. The presence of battery mass together with stiff battery bed will cause 

appearance of battery eigen-modes in bending. It was observed that the frequency of 

symmetric shape of battery mode get higher than structural 1st wing bending, and for 

antisymmetric shape of battery mode the frequency get lower than structural one. The exact 

frequency shift will depend on total mass of battery and stiffness of battery bed. In this case, it 

was about double for symmetric and half for antisymmetric shape. However, there is high 
 

Table 3. Statistic of selected eigen-modes, for two seats sports airplane with combustion engine 

Eigen-frequencies of antisymmetric modes [Hz] 

Airplane 
1st Aileron rotation 

Free control 

1st Aileron rotation 

Blocked control 

1st Wing bending 

Light mass config. 

NG5 3,9 24,0 25,5 

Magic 4,9 12,0 30,7 

Faeta NG 5,3 22,1 16,1  

Rotax version 6,2 23,0 26,2 

SkyLane 6,7 10,8 19,4 

Lambada 7,1 13,2 10,5 

EPU version 7,5 24,6 24,1 

Sting 8,2 9,2 17,2 

Sparrow 8,5 15,8 18,7 

Piper Sport 10,5 14,4 23,7 

Vampire 14,6 14,6 15,0 

Minisport 15,0 24,2 21,7 

SkyLane NG 12,2 15,3 21,7 

VIA 16,2 16,3 27,6 

GP-ONE 17,4 21,5 15,8 

Legend 16,2 18,0 12,5 

Viper 20,4 21,4 13,4 

Average value 10,6 17,7 20,0 
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probability that eigen-frequency of antisymmetric battery mode will get close to 1st 

antisymmetric aileron rotation in free control configuration. This mode act as kinematic 

mechanism thus the eigen-frequency is low. Based on statistic of 17-measured two seats 

sports airplane with combustion engine, presented in Table 3, the average antisymmetric 

aileron eigen-frequency is about 10,6 Hz. Meanwhile average antisymmetric wing bending 

eigen-frequency is about 20,0 Hz, which will be reduce by battery installation. With 

increasing velocity of flight, the aileron eigen-frequency will rise and can easily meet the 

antisymmetric battery mode, coupled each other and cause the flutter at low velocities. Thus, 

the installation of EPU with large mass of batteries in the wing can be quite dangerous from 

flutter point of view. 
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Vibration suppression takes place in many applications, including robotics. The serial robots 

are one of the examples of robots, which can serve large workspace, but also have large 

mass/stiffness ratio, which leads to low accuracy of the end-effector during high dynamic 

operations, e.g. drilling [2]. In such cases, serial robot needs to be more precise, even when 

externally excited by the drilling harmonic force or other disturbances. Attaching an 

additional absorber mass to the primary structure is one of the approaches to suppress 

vibrations among many others and will be discussed in this paper. 

Firstly, the single-mass multi-degrees-of-freedom absorber is used to manage the task 

rather than many single-axis absorbers combined. It has the advantage of smaller mass with 

same effect in multiple axes, which leads to lower spatial and power requirements. Secondly, 

an active approach is chosen to cover more configurations of primary system. Passive tuning 

is still important as a base design, since it is supposed to handle the major forces, leaving the 

active part of the solution to do the rest with smallest possible power requirements. There are 

various algorithms (mostly centralized) that can be used to drive absorber’s actuators, such as 

PID regulation, H-inf, LQR [3], Delayed resonator [1], etc. 

In this paper, LQR algorithm is considered as initial control design, which controls three 

voice-coil actuators placed perpendicularly to each other (Fig.1a) along with springs of the 

planar absorber. This attached actuated spring-single-mass multi-DoF system is used to 

suppress vibrations of flexible planar simulated serial robot (Fig. 1b) in various positions of 

workspace. Such a system should be able to work while following the trajectory of the robot, 

along which the properties of the primary structure varies significantly. The LQR algorithm 

always needs to be aware of the current position of the robot and use appropriate linearized 

model of the structure. There are three basic questions to be answered. 
 

  
 

      a) Planar absorber attached to arm       b) Planar robot with trajectory 

Fig. 1. Planar absorber design and its attachment to planar serial robot following specific trajectory 
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Mainly, linearized models need to be known in advance. A grid of ABCD matrices has to 

exist through workspace of the system with sufficient density (red squares in Fig. 1b), so there 

are small enough differences from the real state in every position. Gain scheduling is then 

applied to combine results from neighbors linearized model. After that, linearized models 

must be precise enough to be able to observe the whole system. Observation could be 

performed using any built-in sensors of the robot and few extra attached sensors, that has to 

be robust and relative (e.g. absolute position measurement can be challenging in industrial 

environment), so absorber’s actuator’s encoders, conveniently located accelerometers or 

velocity measurement through geophones would be first to join the observation. Finally, an 

efficient cost function of the LQR algorithm needs to be designed, which aims to as low 

vibrations of the end-effector as possible. That can be achieved through velocity or 

acceleration amplitudes of the observed end-effector, since position observation is more prone 

to errors when sliding between grid points of known linearized models. 

Fig. 2a compares amplitude characteristics of the robot itself to robot with attached 

passive absorber (tuned to first eigenfrequency of the robot) and to active absorber controlled 

by LQR algorithm (using full state feedback so far). Observation of the primary system using 

unperfect linearized models makes the results little bit hazier and is in process of evaluation. 

Fig. 2b then compares same cases, only in time domain, when external force impulse acts on 

the end-effector every 2 seconds through whole 12 seconds trajectory shown in Fig. 1b. 
 

 
 

a) Amplitude characteristics   b) Time impulse responses 

Fig. 2. Responses of the robot’s end-effector with or without passive/active absorber 
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1. Introduction
Myosin is a molecular motor responsible for muscle contraction. To do so, it hydrolysed
molecule of adenosine triphosphate (ATP) to adenosine diphosphate (ADP) and free phospho-
rus (P). The proper function of muscle is controlled by the concentration of several ions. In this
contribution, we control the myosin velocity by ATP concentration with a PD (proportional-
derivative) regulator system.

2. Mathematical model
Myosin movement characteristic size is in nanometers, so it is influenced by thermal fluctua-
tions. Due to it, myosin moves chaotically. We limit our mathematical model to catching the
movement of myosin head only. We describe its movement by the Fokker-Planck equation [5]

∂ρi
∂t

= D
∂

∂x

[
1

kBT

(
∂Vi(x)

∂x
+ FLoad

)
ρi

]
+D

∂2ρi
∂x2

+
N∑

j=1

kijρj −
N∑

j=1

kjiρi, (1)

where the indexes i and j denote the state of the myosin head. The equation is solved for ρi,
which stands for the probability density of the presence of head in state i, given time t and
space x. The other parameters are variables which influence the movement. The parameters
are diffusion D, and the product of Boltzmann’s constant kB and thermodynamics temperature
T . The potential Vi(x) is produced by chemical reactions and FLoad is the external load. The
potential dependences on x are as follows

V2 = ∆G

(
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(
2πx

L

)
− 1

2
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(
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)
+

1

3
sin

(
6πx
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))
+ E, (2)

V3 = −∆G

(
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(
2πx
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)
− 1

2
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(
4πx

L

)
+

1

3
sin

(
6πx

L

))
+ E, (3)

V1 = E, (4)

where E is spring energy. The spring corresponds with the myosin neck – the connector be-
tween myosin filament and the head. The amplitude of the Fourier series ∆G is free energy
amount. It expresses in kBT units according to [3] as

∆G =
∆G0

kBT
− log

[ATP ]

[ADP ] [P ]
. (5)

The square brackets stand for the concentration of the chemical composition inside.
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Parameters k are rates constants to switching between chemical states. The states are as
follows: unbound (further numbered as 1), weakly-bound (2) and post-power stroke (3). The
cycle is not reversible – the transition from unbound state to post-power stroke is forbidden.

2.1 Transition rates

The transition rates are modified from the article [5], where the five-state model was simplified
to two-state one. The modification procedure to the tree-state model was based on the same
paper.

The transition states recount in this way

1

k12
≈ 1

k1
+

1

k5
, (6)

1

k21
≈ 1

k−1
+

1

k−5
, (7)

1

k31
≈ 1

k3
+

1

k4
−
(

1

k−3
+

1

k−4

)
, (8)

1

k23
≈ 1

k2
, (9)

1

k32
≈ 1

k−2
. (10)

The transition rates on the right side are the original one. Its numbering was kept. The rates kl
(l = 1, 2, 3, 4, 5) denote the transition rate outcoming from the state l. The rates k−l states for
the rates going to the state l. According to the paper [5], the transition rate k3 is a function of
the ATP concentration.

Transition rates on the left side belong the three-state model. They have two indexes each.
The first one is the original one, the second the ending one.

The structure of the transition rate k31 is different from the others. It is caused due to one-
way direction transition between unbound and post-power stroke state.

2.2 Myosin velocity

One of the important parameters of the molecular motors is their velocity ν. In this model, it is
possible to count it as

ν =
1

3

N∑

i=1

LJi, (11)

where Ji is the flux given by

Ji = D

[
1

kBT

(
∂Vi(x)

∂x
+ FLoad

)
ρi

]
+D

∂ρi
∂x

. (12)

Data, shown in Fig. 1, are quality correct, not quantitative, see Fig. 2. In the case of values
from that figure, there is no influence of concentration of ADP neither P.

The concentrations for Fig 1 are taken from [3] and shown in Table 1.

3. PD regulator
To correct velocity values, we need to influence (or control) some of the model parameters.
The chosen one is the ATP concentration. Other concentrations are kept. The most common
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Fig. 1. Velocity with no interference of the feed-
back controller

Fig. 2. Velocity dependence on an external load
for different ATP concentrations, taken from [5]

Table 1. Adenosine triphosphate (ATP), adenosine diphosphate (ADP) and free phosphate (P) initial
concentration taken from [3]

Molecule ATP ADP P
Concentration [Mols] 4e-3 20e-6 2e-3

controller is the PID (Proportional, Integral, Derivative) one. The function u(t) which governed
the regulator is

u(t) = Kpe(t) +Ki

∫ t

0

e(t′)dt′ +Kd
e(t)

t
, (13)

where e is the error. Constants Kp, Ki and Kd are coefficients of the proportional (index p),
integral (index i) and derivative (index d), respectively.

The model describes the Markov process (the future state is influenced only by the present
situation, not the past). Since the integral component needs the past for its functionality [1],
only the PD controller is used.

The goal velocity is chosen to 3000 nms−1. Parameters values were obtained by numerical
experiments. Results are shown in Table 2.

Table 2. Found values of the PD regulator for the desired value of 3000 nms−1. The values of
concentration ATP are in a time when the velocity reaches the desired value.

FLoad [pN] 0 10 20
Kp 3.3e-04 3.3e-04 3.3e-04
Kd 1.8e-15 1.0e-18 9.0e-18

[ATP] 2.1e-13 1.2e-16 1.1e-15

4. Conclusions
The regulator constant Kp is constant for all studied loads. The constant Kd varies between the
order of e-15 to e-18. The opposite signs of contraction velocities cause the big difference of
the orders. The next research will be focused on the meaning of the ATP concentration provided
by the PD regulator and on the controlling ADP and P concentrations.
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Widespread use of ultrasonic guided waves in non-destructive testing increases demand for the
efficient and reliable numerical modeling of this phenomena [4]. Here the effect of spatial and
temporal discretisation in finite element modeling on the accuracy of the numerical predictions
is illustrated.

In former works [1, 2] the analytical solution for dispersion errors estimation in finite el-
ement modeling of wave propagation was derived. These works include the solution of the
regular mesh and the plane strain elements. Here these relations are illustrated by the example
of modeling of Lamb’s waves propagating in a plate.

Lamb’s wave is an elastic wave which propagates through a solid thin plate with free bound-
aries. In a homogeneous isotropic plate of a finite thickness two set of waves propagates with
finite speed, these sets are called symmetric and antisymmetric waves, according to its shape,
Fig. 1. Their velocities depends on the relationship between the thickness of the plate and the
wavelength of the wave. These waves are highly dispersive, but their phase and group velocities
can be stated analytically [3]. Their small wavelengths in higher frequency range and only a
small loss of amplitude magnitude make them very popular for nondestructive testing. Thus,
the properties of the finite element method modeling are desirable, see [4, 5].

Fig. 1. Antisymmetric (top) and symmetric (bot-
tom) mode of the Lamb’s wave in thin plane

2d

F1(t)

F2(t)

lA

lB

l

A B

x1

x3

Fig. 2. Model of the plate

Both the spatial and temporal discretisation in finite element modeling lead to numerical
dispersion errors. This means that the phase velocity of the numerical solution of the wave
propagation is frequency dependent even in the absence of any dispersion in the actual media.
When a dispersive waves are modeled, the dispersion error caused the difference between the
analytical and numerical solution.
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Characteristic equations determining the relation between the wave number k = 2π/λ, λ is
the wavelength, and the angular velocity ω = 2πf , f denoting frequency, of Lamb’s wave are

tan (β d/2)

tan (α d/2)
= − 4αβk2

(k2 − β2)2
(1)

and
tan (β d/2)

tan (α d/2)
= −(k2 − β2)

2

4αβk2
, (2)

where

α2 =
ω2

c2L
− k2 and β2 =

ω2

c2T
− k2. (3)

cL, cT are the velocities of the longitudinal and shear waves, respectively.
Numerical methods are used to find phase velocity cp = ω/k and the group velocity cg =

dω/dk. Solutions of Eq. (1) are waves with a symmetric shape and solution of Eq. (2) are
waves with an antisymmetric shape. See Fig. 1.

The dispersion curves were calculated from (1) and (2), see Fig. 3.
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Fig. 3. Dispersion curves of Lamb’s wave. The phase velocity vs. frequency (left) and the group velocity
vs. frequency (right). Red lines show the first and second wave with an antisymmetric mode, the blue
lines show the first and second wave with the symmetric mode. Black line shows the velocities of waves
used in the example with frequency f of 0.5 MHz and the plate thickness d of 2 mm.

Since the Lamb’s wave propagation suppose the plain strain problem, the plain strain 2D
elements can be used. The thickness of the plate 2d is 2 mm and the modelled plate’s length l
is 500 mm, see Fig. 2. The plate is made from aluminium with Young’s modulus of elasticity
E = 70 GPa, ν = 0.33, ρ = 2.7 g.cm−3. Then shear modulus G is 26.3 GPa.

The Lamb’s wave in the plate can be excited by applying forces

F1(t) = F̂ sin (ωt) sin2

(
ωt

2n

)
, (4)

where ω = 2πf at two points at the opposite sides of the plate, as is shown in Fig. 2. The
loading frequency f is 500 000 Hz and n = 16 is the number of cycles and it determines the
width of the signal around the central frequency. For the symmetric mode force amplitudes are
F2 = −F1 and for the antisymmetric mode F2 = F1. The signal is shown on the left side in
Fig. 4.
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Fig. 4. (Left) Time history of applied force F . (Right) Calculated displacement at points A and B, plotted
with the red and green line, respectively. The envelope of the signal. The centroid of both envelopes
defines the time when the wave reach point A and B, denoted tA and tB , respectively. The flight time of
the wave is then tf = tB − tA.

The signal is read as a displacement in two points, point A in distance of lA = 0.1 m from
the loading force and point B in distance of lB = 0.2 m of the loading force, see Fig. 2. The
plane is long enough that no reflections of the free end of the plane occur.

The loading is supposed to be in the middle of the plane, so the displacement in the direction
of the wave propagation of all nodes of the cross section of the plane on one side (loading side)
is prescribed to be zero.

For wave propagation modeling, three different finite element meshes were used. All of
them contain square 4-node plain strain elements with the element size H equal to 0.67 mm,
0.4 mm and 0.2 mm, respectively, thus we have 3, 5 and 10 elements for the thickness of the
plate. Part of the mesh with 5 elements to thickness are shown in Fig. 1.

The time integration method used in our example was the Newmark method with parameters
γ = 1/2 and β = 1/4 and consistent mass matrix. Here only the results for antisymmetric
mode, when for given frequency f the theoretical value of phase and group velocities are cpA =
2.3266 km.s−1 and cgA = 3.1371 km.s−1. The time step used in finite element simulation was
for prescribed Courant number C = ∆t cgA/H calculated from ∆t = CLH/cgA, it differs for
different element size H .

For frequency f = 0.5 MHz, the wave number k = 2πf/cpA is 1350 and the product k.H/π
is equal to 0.29, 0.17 and 0.086, respectively. This corresponds to 7, 11.6 and 23 elements
modeling the whole wavelength.

A group velocity of FEM model was determined from displacement signal in point A and B
using Hilbert transform to obtain the envelope of the signal and the speed of the centroid of the
signal is the group velocity in the model, see the right side of Fig. 4.

The table with calculated group velocities for different Courant number and different k is
given (in km.s−1) as:

Courant number C 0.1 0.5 1 2
kH/π = 0.29 3.6301 3.5406 3.2692 2.3285
kH/π = 0.17 3.1311 3.1017 3.0103 2.6650
kH/π = 0.09 3.1354 3.1281 3.1054 3.0145

The relative error can be calculated as a ratio of the calculated group velocity and theoretical
group velocity cgA = 3.1371 km.s−1, see Fig. 3. Since the antisymmetric mode in plate cor-
responds with its shape more to the shear mode of the wave propagating in space, in Fig. 5
the relative error is shown together with theoretical dispersive errors of the shear wave in FEM
model of space, see [2].
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Fig. 5. The comparison of dispersion errors of finite element models in space (solid lines) and in plate
(× mark). Different values of Courant number denoted by different colors.

In Fig. 5, the non-dispersive relative group velocity with dashed line is plotted together
with the theoretical relative dispersive group velocities of a shear wave in space with solid lines
(different colors for different Courant number). The size of the dispersive error is given by the
deviation of the curve to the horizontal dashed line.

From the ratio of the calculated and theoretical value of group velocity of the antisymmetric
mode of a Lamb’s wave the relative dispersive errors were calculated and plotted in the same
graph by cross mark. The relative error is here the distance between the horizontal line and the
cross for particular values of kH/π and C.

Here it is verified that the theoretical expression for dispersion errors in space [2] serves
well for the estimation of dispersion errors in other example, when the plain strain element can
be used.
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1. Introduction 

The fire ladders could be exposed to high temperatures during their service. The exposure 

leads to mechanical properties degradation and a ladder could become unsafe for further use. 

According to regulations the fire ladders must be continuously tested to prove their capability. 

The test is based on ladder bending. Assembled ladder is supported on the ends and loaded in 

the middle by defined weight. The capability is assessed on the base of deflections under load 

and residual deflections. The regulation does not include the basis for assessment (material 

properties and ladder design) so it is probably arise from experience. Thus there is need to get 

better insight to ladder stress during service, relation between this stress and described test 

results according to material failure and the influence of mechanical properties degradation on 

limit loading. 

2. Material data calibration 

There were performed material tests on specimens cut out of ladder. There was tested the base 

material and material exposed to defined temperatures and defined periods of time as is 

shown in Table 1. 

Table 1. Temperatures and exposure times of specimens and calibrated material parameters 
 

temperature [°C] time [min] A [MPa] B [MPa] n [-] 

20 - 200 153 0.3 

200 120 190 147 0.28 

200 240 185 150 0.28 

200 480 180 162 0.33 

300 5 120 232 0.48 

300 30 80 328 0.57 

300 120 77 267 0.55 

400 5 120 232 0.48 

400 30 30 200 0.41 
 

The Johnson – Cook plasticity model [1] was considered, thus actual yield stress can be 

expressed as 

. 

The experimental data were used for material parameters A, B and n calibration employing 

Levenberg-Marquardt nonlinear least square algorithm. The calibrated values can be seen in 

Table 1. The material model also includes a ductile damage cummulation [1] in the form 
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where εf is fracture locus, η is stress triaxiality and d1-3 are material parameters. Due to lack of 

experimental data only parameter d1 was calibrated considering tensile tests and d2 = 0.089 

and d3 = 2.44 were adopted from [2].  

3. Ladder testing 

Three assembled ladders were tested in total. The supports were placed 200 mm from the 

ladder ends thus their distance was 3815 mm. One support was fixed and the second was 

movable in horizontal direction. In the middle was installed weight carrier connected with 

IBC container which was gradually filled by water during the test. Force gauge HBM S9M 

with 10 kN range connected to container was used for applied load monitoring. The deflection 

was monitored by potentiometric gauge with range 900 mm. Also strain gauges were installed 

in one case. All gauges where connected to universal measuring amplifier module HBM 

Quantum 840 which was connected with PC. For data recording with sampling frequency 10 

Hz was used software HBM Catman Easy. The results are shown in Fig. 1. On the base of the 

measurements was estimated limit load as Flim = 3482 N.  

4. Numerical simulation 

The FE model of ladder was created. It consists of four instances (ladder segments) coupled 

by tie constrain. All parts of ladder are modeled as continuum solids. FE model contains 

about 230 000 linear elements with full integration. In the first step the ladder is loaded by 

own weight and by weight of empty container. In the second step only weight of container 

increases. The simulations were done for all cases when whole ladder had degraded 

mechanical properties Since whole ladder is not exposed to higher temperatures in reality the 

simulation of this case was made. There was focus on two cases. In the first the exposed part 

is on the end of ladder and in second the exposed part is in the middle. For simulations was 

used commercial software Abaqus.   

5. Results 

In Fig. 1. are shown computed and measured dependencies of load on deflection. The 

magnitude of ductile damage parameter for load corresponding to measured limit load was 

obtained. On the base of this value were estimated limit loads and limit deflections for cases 

of ladders with degraded mechanical properties. Quite interesting are results of partially 

degraded ladders. It demonstrates high sensitivity on the ladder assemblage. The case with 

degraded material of the end of the ladder shows relatively high limit force as well as high 

deflections in comparison of the case with degraded middle.  

6. Conclusions 

The material parameters of Johnson – Cook plasticity model were calibrated. The limit load 

was experimentally measured and was used for limit loads of degraded ladder estimation 

employing numerical simulations considering ductile damage cummulation. There was shown 

significant dependency between limit loads and deflections on the ladder assemblage. This 

aspect in not included in current regulations.  
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Fig. 1. Load vs. displacement. Dotted lines are experimental results. Full line is computed response for 

unexposed basic material 
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1. Introduction
The usage of computational analyses in the research of human voice generation have a justified
reason, because of the restricted access in a larynx just during phonation. The voice research
allows merely visual tools to study a vibration of vocal folds (VFs) such as stroboscopy and
videoendoscopy.

2. Mathematical model
Mathematical models of turbulence add up to some limitations regarding a capture of a physical
phenomenon. This contribution tackles a laryngeal flow through the domain, the used parame-
tres are taken over from the Scherer’s M5 model [3] of a human larynx. The used CFD grids
are built up with tetrahedral control volumes (CVs) by Šidlof et al. [4] for cases (A1, A2) and
with hexahedral CVs by Lasota and Šidlof [2] for a case (A4). The computational aeroacoustic
(CAA) simulation was performed on a domain consisting of the CFD domain (larynx) and a
vocal tract model with a propagation region and perfectly matched layer (PMLs), see Fig. 1.
The acoustic grid was made by Zörner et al. [6] via geometrical parameters from the study of
Story [5]. The fine CFD meshes are used for computation of the laryngeal flow at first, then
the results is used for the aeroacoustic sources and afterwards the right-hand side (RHS) is in-
terpolated to the coarser CAA mesh for a decrease of computational costs, see Hüppe [1]. The
transient aeroacoustic simulation is solved in a last step.

Fig. 1. Mesh for acoustic simulation: a) PML at inlet (yellow), b) larynx (green), c) vocal tract (light
blue), d) propagation field (dark blue), e) PML at outlet (purple)
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Fig. 2. Acoustic sound spectrum at monitoring point; dashed vertical lines: formants, A1: laminar model,
A2: Smagorinsky model, A4: WALE model

3. Results
Fig. 2 presents a frequency spectrum for the three cases with the same prescribed kinematic
pressure drop dP = 300 m2 s−2 and the laryngeal flow externally forced by oscillating VFs, but
for different turbulent LES models: A2-Smagorinsky model, A4-WALE model. The spectrum
is computed from the probe, which is located 1 cm at the propagation zone (1 cm from mouth).
The shape of the vocal tract refers to the vowel [u:], hence the dashed lines are positions of
formants in accordance with a magnetic resonance imaging (MRI) study carried out by Story
[5]. The acoustic sources are computed with the Lighthill tensor on the RHS. The transient
simulation is done with ∆t = 1.10−5 s, the resolution ∆f = ±2.5 Hz. The oscillation of
the VFs accounts for the fundamental frequency 100 Hz. The amplitudes of higher harmonic
frequencies (blue) are stronger, owing to the property of the WALE model, it is caused by
y3 near-wall scaling considering the eddy-viscosity behaviour with no additional damping in
equations and its ability to predict the transition from laminar to turbulent regime.
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The paper deals with the modelling of integrated loop connections of composite tubes by 

finite element (FE) analysis. Composite beams have been employed in many structural 

applications during the last decades as the composite materials benefit in their light-weight 

properties with a great strength and stiffness. However, their application is sometimes limited 

due to difficult designing of connection interfaces, which would enable to transfer loads into 

the composites. The currently used connection interfaces of composite tubes (bonded joints, 

mechanical joints) are demanding in terms of manufacturing and often offer only limited load 

transfer in comparison with the strength of the composite tube. That is the reason for 

development of a less problematic connection, where the stress transfer will be continuous 

and also the connection will be sufficiently strength and stiff. Therefore, a project dealing 

with connections of tubes has been started with aim to develop integrated loop connections, 

which are made directly from the composite tube endings. One of the goals of the project is to 

build a reliable numerical model of the tube and its connection interface with aim to predict 

the joint strength and to obtain a tool for the joint design. 

Coupons with integrated loops were manufactured by fibre winding and placement 

technology.  Simultaneously, their FE models were created. The first type of the investigated 

coupon was designed, manufactured and tested (see Fig. 1 below left). The basic test of the 

coupon was in loading by the tension force. In the FE model, the loading of the tube by 

tensional force was applied by a steel cylinder inserted into a pair of the loops on one side of 

the coupon. In the second ending, an identical cylinder was inserted as the fixed support (see 

Fig. 1).  

 
 

Fig. 1. Composite coupon with integrated loops and its model 
 

The FE model of coupon was created to develop the connection interface and the tube lay-

up with the required mechanical properties of tube near the integrated loop joints The FE 
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model was built up in ANSYS version 19.2 and the definition of laminate was set up using the 

ANSYS Composite Prep/Post (ACP) package. During preparation of the model, it was 

important to specify the lay-up stacking sequence and connections between tube and cylinders 

in the best accordance with reality. The basic stacking sequence and material properties were 

provided by the coupon supplier. The aim was to build the model as close to reality as 

possible, to test the model response and compare it with the experimental results. And if the 

predicted strength would match the experimental results, to optimize the composite lay-up of 

the tube and integrated loops to maximize the coupon strength and stiffness. 

The specification of loops layer thicknesses was problematic, because in the real coupons, 

the fibre layers tend to change thickness together with their width, while keeping the constant 

fibre amount in the layer. To deal with this problem, the specification of layers thicknesses for 

the most critical parts of the model was made using linear functions, because there was a 

linear dependence between the thickness and the width of layer.  

The basic FE model was made from shell elements; to input all the layers, the model was 

divided into sections and all the layers of fibre tows were input as close as they were made in 

the reality (see Fig. 2 for the demonstration of one fibre tow loop specification in the model). 
 

 
 

Fig. 2. Specification of 1 layer in the tube and loop 
 

An experimental testing was carried out performing tensile tests of the coupons and 

evaluating the force-displacement behaviour of the coupon together with a digital image 

correlation in the critical parts of the coupons. The similar type of loading was performed 

using the FE model with aim to perform a comparison between the experimental and 

numerical results. Damage has been represented by the Inverse Reverse Factor (IRF) in the 

numerical model and by the Digital image correlation results from the experimental tests. The 

strength failure in the FEA was presented by three failure criteria: Tsai-Wu, Tsai-Hill and 

Maximum Stress. All three criteria were used to evaluate the failure parameter of the model 

given the full lay-up and nominal strength values of the composite layers.  

The critical places of the construction were found by the FEA. The first deformations are 

initialized on the roving which sets up the loops. Next deformations are initialized on the 

square, placed near to the loops. Subsequently the critical areas are getting bigger with the 

increasing force value. The analysis is linear, which is the reason why the deformed places 

still retains the same mechanical properties (a progressive damage model has not been used) 

even after the ply-failure is detected. Damage of the composite coupon, interpreted by a 

failure index, during the increasing loading is shown in Fig. 3.  

In the experiment, the first cracking was visible in the tube body and this was captured 

with FE precisely. This is corresponding to the tube damage, which is visible for load 

0.4*Fmax. The developed FE model is consistent with the experimental testing in finding of 
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the initial failure. However, the final strength from the FE prediction was much lower than the 

final strength from the experimental specimen. There, the maximal failure from experiment 

exceed the predicted critical load almost five times, which clearly show the limitation of the 

first-ply failure criteria for the final strength prediction. 
 

 
 

Fig. 3. Damage spreading (rupture in red) 
 

The critical places of design were found by the proposed FE model and modelling 

approach. The current model is able to provide a tool in improving the tube strength and 

increasing the initial failure, as the body failure happened in the first coupons at load five 

times smaller than the critical one. On the other hand, failure criteria must be developed to 

predict the critical load in the fibre tow loops, which will be aim of the future work.  
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The article deals with the analysis of the foam part of the protective helmet under dynamic 

load. Protective helmets are tested by drop tests to meet technical standards [2]. During them, 

the helmet is subjected to impact by a heavy rigid punch while being mounted on the head 

model. The standards specify the minimum value of energy that a helmet must absorb, while 

not exceeding the maximum permissible force transferred to the helmet user’s head. For 

possibility to improve these helmet properties by changing its geometry [1], a drop test 

simulation model is being created. The result of the drop test simulation of the helmet foam 

part is then compared with the measured stiffness characteristics. 

The drop test is simulated using explicit FEM analysis in Ansys software (Fig. 1). For 

simulation purposes, a compression test of the foam samples is performed. Foam properties 

are represented by porosity-crushable foam material model in the simulation. 
 

 
 

Fig. 1. Explicit FEM analysis of a drop test 
 

Real drop tests are performed on a test machine that is commonly used by a helmet 

manufacturer. As standard, the test machine is equipped with a strain gauge force sensor 

placed in the base, on which the head model with the tested helmet is attached. In some cases, 

the obtained record of force did not match the assumptions because of the unexpected waves. 

Therefore, the testing machine is supplemented with other sensors (Fig. 2) - dynamometer 

consisting of piezoelectric force sensors (ForceZ), acceleration sensors (AccFront, AccBack) 

and laser distance sensors (DispL, DispR). The aim is to obtain independent signals of the 

punch (steel) 

helmet (foam) 

head (AL) 
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force [3]. In addition, two high-speed cameras are used to monitor the stability of the punch 

and helmet movement during impact. 

By evaluating the measured data considering the dynamic properties of all used sensors, it 

is possible to explain the differences in the results obtained by different methods of force 

measurement. The cause of the unexpected waves in the force record obtained by a strain 

gauge force sensor is the low natural frequency of the sensor and the attached masses. 

Similarly, the results from a plate dynamometer with piezoelectric force sensors are 

negatively affected too, because it lies on the oscillating force sensor. 

The most accurate method for obtaining a force curve in a drop test is to use an 

acceleration sensors (AccFront, AccBack) verified by displacement signals (DispL, DispR). 

The resulting acceleration is then converted to the force by applying Newton's law of force. 
 

 
 

Fig. 2. Drop tower with all used sensors 
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1. Introduction
In the rotor dynamics, complex behaviour occurs due to nonlinear properties of the rolling
elements, rubbing contact between disc and stator, crack breathing, fluid effects of bearings and
dampers, the development of efficient numerical methods for prediction of nonlinear steady-
state periodic response [1, 2] and its stability [3] is needed.

The nonlinear equations of motion of a rotor dynamic system with the discs, rotor shaft,
different types of bearings, dampers, and supports elements, can be stated in the following form

Mẍ(t) +B(ω)ẋ(t) +K(ω)x(t) = fNL(x, ẋ, ẍ, ω) + fP(t, ω) + fS. (1)

M, B(ω), K(ω) denote the n×n matrices of mass, damping, and stiffness, respectively, which
depend on the excitation frequency ω due to the rotational effect, ẍ, ẋ, and x are the vectors
of generalized accelerations, velocities, and displacements, respectively, fNL, fP, and fS are the
vectors of the nonlinear forces, periodic external excitation forces, and static load, respectively,
t is time, and (·) denotes time derivation.

The paper shows the application of the computational procedure for the determination of the
steady-state response of the nonlinear motion equations. The created procedure is based on the
harmonic balance method with the utilization of the arc-length parametrization and Floquet’s
theory. In addition, the selected steady-state responses were verified by direct integration of the
motion equations and the solution shows a good agreement.

2. Approximation of the periodic response by the harmonic balance method
The periodic response of the motion equation (1) can be approximated by Fourier series [1]

x(t) = q0 +

nH∑

k=1

qCk cos(kωt) + qSk sin(kωt), (2)

where nH stands for the number of the harmonic terms. For convenience, the Fourier coefficients
can be arranged into (2nH + 1)n× 1 vector

q =
[
q0 qC1 qS1 . . . qCk qSk . . . qCnH

qSnH

]T
, (3)

the trigonometric Fourier basis can be arranged into n× (2nH + 1)n transformation matrix [4]

T = [I cos(ωt)I sin(ωt)I . . . cos(kωt)I sin(kωt)I . . . cos(nHωt)I sin(nHωt)I], (4)
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which is often called inverse discrete Fourier transform (DFT) matrix and where I is n × n
identity matrix. Now, instantaneous displacement values can obtained in a compact form

x(t) = T(ωt)q. (5)

For the derivatives with respect to time, (2nH+1)n×(2nH+1)n frequential derivative operator
matrix

∇ = diag (0n×n∇1 . . .∇k . . .∇nH) , where ∇k = k

[
0 I
−I 0

]
, (6)

can be assembled. The matrix deals with chain rule products (ω is intentionally omitted) and
modification of DFT transformation matrix. Therefore, the r-th derivatives can be obtained as

x(r) = ωrT(ωt)∇r q . (7)

Substituting (5) and (7) into (1), one can obtain the nonlinear algebraic residual equation

h(ω,q) = P(ω)q− T+fNL(Tq, ωT∇q, ω2T∇2q, ω)− uP(ω)− gS, (8)

where P(ω) = ω2(I ⊗M)∇2 + ω(I ⊗ B)∇ + I ⊗ K is the dynamical stiffness matrix, I is
the identity matrix of order 2nH + 1, and the vectors uP, gS contain amplitudes of the periodic
unbalance forces and the static forces. The T+fNL(Tq, ωT∇q, ω2T∇2q, ω) term represents
so called alternating frequency-time (AFT) technique [1]. The ( + ) stands for Moore-Penrose
pseudoinverse and the ⊗ denotes the Kronecker product.

For obtaining the response of a nonlinear systems, it is often mandatory to use a continuation
technique [1]. In general, the continuation consists of predictor and corrector steps. The predic-
tor was based on secant, which passed through previous solutions and determined the direction
of the next initial guess. The length of this predictor vector was normalised to appropriate arc
length value s. For the corrector phase, Crisfield’s arc-length parametrization [1] was used in
the form of the additional residual equation

p(ω,q) = (q− qprev)
T(q− qprev) + (ω − ωprev)

2 − s2, (9)

where qprev and ωprev denote values acquired at the previous continuation step.
The harmonic balance method procedure with the utilisation of the arc-length parametriza-

tion can be described in the following steps:
1. Choose the initial Fourier coefficients vector and angular velocity.
2. Apply the inverse DFT on the Fourier coefficients vector and evaluate the fNL.
3. Transform the nonlinear forces from the time-domain to the frequency-domain by DFT

and assemble the dynamical stiffness matrix P.
4. Solve the system given by nonlinear algebraic equations (8) and (9).
5. Compute the predictor and go to step 2.

3. Determination of the vibration stability by Floquet’s theory
The vibration stability of the periodic response (2) was evaluated by Floquet theory [1] ap-
plied in the time domain. Therefore, the stability of a periodic solution is determined by the
eigenvalues of the transition matrix [3], assembled over time of one period.

In the proposed procedure the transition matrix is obtained by a repeated solution of initial
value problems for differently chosen initial conditions. It is known that with regard to either
accuracy or computational time the transition matrix can be approximated by the product of
exponential matrices, by the relationships of Newmark integration technique [3], and others.
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4. Test cases
The first test case was the Duffing oscillator with nonlinear restoring force [2]. The equation of
motion can be expressed as

ẍ(t) + 2ξẋ(t) + ω2
0x(t) + α[x(t)]3 = p0 cos(ωt) . (10)

Numerical simulations were carried out with parameters: the damping coefficient ξ = 0.05 s−1,
the natural frequency ω0 = 1 rad s−1, the amplitude p0 = 0.1mm s−2, and the nonlinear coeffi-
cient α = 0.02mm−2 s−2 orange or α = 10mm−2 s−2 blue color curve, respectively, see Fig. 1.
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Fig. 1. Response curves of Duffing oscillator

To ensure good accuracy agreement with the time integration the nH = 19 harmonic terms
were used to the approximation of the periodic response (2). Fig. 1 shows that the nonlin-
ear effect is stronger for the higher value of the nonlinearity coefficient and that the limit and
branching points on the response curve were detected.

Modified Jeffcott rotor according to the article [2] was employed as the second example,
where different type of nonlinearity was tested. Due to the unbalance forces, the rotor can
exceed clearance and interact with the stator modeled by stiffness. The equations of motion of
the rotor system with contact between the disc and stator can be written as

mẍ+ dẋ+ kx+ kc

(
1− h

r

)
[x− µy sign(vrel)] = pb ω

2 cos(ωt), (11)

mÿ + dẏ + ky + kc

(
1− h

r

)
[y + µx sign(vrel)] = pb ω

2 sin(ωt), (12)

where r =
√
x2 + y2 is the radial displacement and vrel =

x
r
ẏ − y

r
ẋ + Rdiscω is the relative

velocity between the disc and stator surfaces.
The simulations were performed with parameters: the mass m = 1 kg, the damping coef-

ficient d = 5 kg s−1, the rotor stiffness k = 100N m−1, the stator stiffness kc = 2500N m−1,
the clearance h = 0.105mm, the unbalance pb = 0.1 kg m, the disc radius Rdisc = 2.1mm, the

natural frequency ω0 =
√

kc
m

= 50 rad s−1, and µ is the friction coefficient.
Simulation of the Jeffcott rotor was carried out with the nH = 15 harmonic terms and the

resulting response curves are plotted in Fig. 2, where one can observe the influence of the
friction coefficient value to the rotor response and locations of identified limit and Neimark-
Sacker bifurcation points.
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Fig. 2. Response curves of the modified Jeffcott rotor (µ = 0, µ = 0.11, and µ = 0.2, orange, green,
and blue color curve, respectively)

5. Conclusions
Procedure for the computing response curves of the nonlinear rotor dynamic models based on
the harmonic balance method combined with the arc-length parametrization and Floquet’s the-
ory has been investigated. Numerical examples of Duffing oscillator and the modified Jeffcott
rotor with enabled contact between the disc and stator are used for testing the developed proce-
dure. The computed frequency responses, the vibration stability, and the locations of the limit
and branch points are identical with the results presented in the article [2]. The results of the
carried out study show the validity and capability of the created procedure for the computing
whole frequency response curve and the determination of the vibration stability.
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1. Introduction
The shape optimization in both the compressible and incompressible flow problems still belongs
to areas of intensive research due to its high applicability on one hand and the complicated math-
ematical structure of the problem on the other hand. The present contribution is a continuation
of our previous work [2], where the shape optimization of a turbine blade was reported for the
incompressible 2D flows with the aim to minimize the dissipation power. There the steady in-
compressible Navier-Stokes (N-S) system of equations was discretized using the finite volume
method and the continuous version of the adjoint system method was employed to compute
total shape gradients of the objective function.

In the present work, we are concerned with compressible 2D flows in channels whose the ge-
ometries vary periodically with time. Such a situation arises in the stator-rotor configuration of
turbines where the mutual position of the blades commutes periodically. Obviously, the steady
motion the rotor blades which are arranged periodically induces the unsteady flows which can
be considered as quasi-periodic. Our study relies on this hypothesis, we assume the existence
of T -periodic solutions. The time period T = H/U is given by the circumferential geometric
period H and the circumferential speed U associated with a given radius of the rectification
plane where the 2D flow problem is defined.

As the new contribution, for a general shape optimization problem we introduce the state
problem with an implicitly stated T -periodic condition and propose an iterative algorithm of
the sensitivity analysis. In contrast with the standard evolutionary problems, the sensitivity
analysis (SA) of a time periodic problem leads to a more complicated computational scheme.
For efficiency of the SA computations, we propose an iterative algorithm which is constructed
for the discretized state problem. We developed two versions of the SA algorithm according to
the two commonly used approaches, the Direct Differentiation and the Adjoint System methods
[3, 4]. Numerical solutions of the state problem are obtained using the in-house developed CFD
software FlowPro [1] based on the Discontinuous Galerkin Method whereby the first-order
approximation is used, thus, actually yielding the discretization scheme of the Finite Volume
Method.

2. The flow problem
The flow in the stator-rotor channels is represented by a reduced two-dimensional model. Its
geometrical configuration reflects the periodic arrangement of the blades, see Fig. 1. The prob-
lem is imposed in a domain constituted by two subdomains associated with the stator and rotor
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Fig. 1. Mach distribution in the flow domain at various time steps of the simulation with α = 0 (attack
angle), pout = 0.75 (out pressure) and U = 0.05 (rotor velocity), the Mach number values range the
interval [0.025, 0.41]

Fig. 2. An illustration of the time sequence of the stator-rotor geometric configurations. For n = 0, the
meshes of the two subdomains are joint at one node, while at n = N the meshes share all nodes on the
discretized stator-rotor interface. Obviously, the configuration n = 0 can be released due to the assumed
quasi-T -periodicity of the state problem solutions.

channels, respectively, each embedding a single turbine blade profile, as shown in Fig. 2. These
subdomains have a common interface on which the coupling conditions are prescribed accord-
ing to the actual instantaneous position of the rotor. The viscous compressible fluid obeys the
Navier-Stokes equations which can be expressed in a compact dimensionless form, as follows

∂w
∂t

+∇ · F = 0 , i.e.
∂wj
∂t

+
∑

i

∂Fji
∂xi

= 0 , (1)

w =




ρ
ρv1
ρv2
ρe


 , fEi =




ρvi
ρv1vi + pδ1i
ρv2vi + pδ2i
vi(ρe+ p)


 , fVi =

1

Re




0
τ1i
τ2i∑

(τijvj)− γ
Pr
∇(e− v2

2
)


 ,

where fEi and fVi , are the columns of FE and FV , respectively, and F = FE(w) − FV (w,∇w).
The state variable w involves the density ρ, velocity (v1, v2) and the internal energy e. The
viscous part of the stress is denoted by τij . We consider laminar subsonic flows and the boundary
conditions are classically defined by the flow direction at the inlet (the angle of attack α) and
a pressure at the outlet pout, while the value 1 is assigned to the inlet stagnation density and
pressure. The initial conditions can be chosen almost arbitrarily, since the state problem solution
is defined as a steadily periodic solution. Although an exact periodic solution is not enforced
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and, thus not guaranteed, we assume the existence of time t0 such that the solutions w(t) of the
initial value problem satisfy an approximate periodicity condition

‖w(t)− w(t+ T )| < ε , for all t ≥ t0 , (2)

where ε is a given precision and the norm ‖w‖ is represented by the Euclidean norm of the
space-discretized state vector w. Adhering to the assumption (2), we consider only the time
steps n ∈ [1, N ] such that tn = t0 + n∆t. Thus, the quasi-T -periodic solutions of the state
problem are represented by the N -tuples {wn}Nn=1, whereby w0 ≈ wN in the sense of (2)

To capture the motion of the rotor part domain, we consider a decomposition of the veloc-
ity field v involved in (1) into the mesh velocity vmsh , and the relative velocity vrel, so that
v = vrel + vmsh. For the stator-rotor system, vmsh is defined piecewise constant; while it van-
ishes in the stator subdomain, in the rotor subdomain, vmsh equals a constant vector U which
describes the revolution speed U = |U| of the rotor. Therefore, U is involved in the convective
acceleration terms of the flow equations in the rotor domain only. The discontinuity of vmsh
on the stator-rotor interface requires updating the position of the mesh nodes of the rotor mesh.
Consequently, pairs of the homologous nodes on the interface commute with subsequent time
levels. One time period T is subdivided into N steps ∆t = Uδd according to the interface dis-
cretization δd which defines the shift of the rotor mesh position with respect to the stator ones,
see Fig. 2, where the sequence of N relevant geometric configurations is displayed. Thus, for
a given time level, this shift provides a particular coupling scheme for the nodal values of the
discretized quantities along the matching interfaces of the subdomains.

3. Shape sensitivity of an objective function
The shape sensitivity analysis is needed to allow for using gradient based optimization methods.
In this context, we consider a general objective functional

Φ =

∫ t0+T

t0
ϕ(w(t), t)d t , (3)

where ϕ evaluates a criterion of the flow optimality at time t. For instance ϕ can express the
loss of stagnation pressure relative to the inlet kinetic energy. In general, we assume Φ is
bounded below over the set of all admissible solutions of the State Problem (SP) given by (1) –
(2). Since the sensitivity has been derived for the fully discretized SP, we introduce the shape
Optimization Problem (OP) in terms of the discretized SP; by Wn we refer to the discretized
state wn. The shape of the blades profiles is described the non-uniform rational basis spline
functions involving mP control points P i. By Y we denote the vector of m = 2mP coordinates
of the control points P i; in Fig. 3, locations of P i in the reference configuration is depicted.
Below we consider the set Y of all admissible blades designs restricting the shape geometry
with respect to criteria independent of the state W.

We consider the general OP: Find Y∗ ∈ Y and the state W∗ = W(Y∗), such that

Φ(Y∗,W(Y∗)) ≤ Φ(Y,W(Y)) ∀Y ∈ Y , where Φ :=
N∑

n=1

φn(Y,Wn) ,

subject to: Fn(Y,Wn,Wn−1) = 0 , n = 1, . . . , N , and WN ≈ W0 ,

(4)

where Fn = 0 represents the space-time discretized approximation of Problem (1) – (2), and
W = {Wn}Nn=1 involves the state vectors at all relevant time levels. The admissible states W(Y)
are defined as an implicit function constituted by the constraint (4)2.
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Fig. 3. The rotor blade profile and positions of 32 control points in the reference configuration.

Within the design-state space of any (Y.W), the sensitivity analysis provides the total design
gradient dtot Φ(Y,W(Y))/d Y on a manifold of admissible states W(Y),

dtot Φ

d Y
=

N∑

n=1

(
∂φn

∂Y
+
∂φn

∂WnGn

)
, (5)

where the matrix Gn = ∂Wn/∂Y is the design gradient of the state Wn. To evaluate total design
gradient, we pursue the Direct Differentiation (DDM) and the Adjoint System (ASM) methods,
the latter one allows to avoid computing matrices Gn, however, the adjoint vectors λn must
be solved for. In contrast with the standard transient problems, the initial condition W0 is not
known, as explained above. Instead, the time periodicity conditions must be handled. Comput-
ing λn rigorously would require solving a set of coupled linear equations for all {λn}Nn=1. In
the case of the DDM, a similar difficulty is encountered. Therefore, we propose iterative DDM
and ASM algorithms. The dimension of λn is independent of the number of design variables.
Consequently, when the number of the design variables is large, the ASM is preferred to the
DDM, cf. [3]. Both these methods have been implemented to our application. Numerical tests
and verifications have been performed.
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Feedback control of machine tool feed drive axes is highly demanding in the accuracy point 

of view. Overshot only micrometers can worse machined surface with impact on workpiece, 

for example on mould surface. Surface quality is not only reason for demands on smooth 

and accurate movement. There are other aims like productivity of machining and ability 

to track highly curvature shapes. It illustrates the wide field for complex views on machine 

tool cascade servo control. 

Desired input for position control, or position setpoint, is derived from the workpiece 

dimension and desired machining speed (given for example by technology and workpiece 

material). But no machine is capable to ideally track the desired inputs. One significant 

influence that limits the tracking accuracy are vibrations caused by interaction of flexible 

machine mechanics with the machine feedback control system [1]. Manufacturers 

of commercial control systems implement to their product some tools which enables to 

supress unwanted vibrations. Such functions are for example current and speed filters. 

Thus beside the setting of P and PI controllers in feedback loops there are an extended 

possibilities to increase the loop gain and consequently to reach higher dynamic stiffness 

and wider bandwidth in frequency response. 

Optimization via these functions is usually done in the level of speed and position 

feedback. However, resulting vibrations can also be lowered by shaping the input command. 

This can be easily done by setting the value of jerk [1]. Higher values of jerk tends to excite 

higher oscillations. But from the pure kinematical point of view higher values of jerk enables 

to reach acceleration in shorter time and hence higher curvature can be machined. 

That indicates requirement on finding its proper value. Finding the appropriate value of jerk 

together with the setting of position controller gain known as Kv factor is the key task in the 

optimizing position feedback loop of machine tool axis. 

This article is focused on the automatic tuning of position control loop. Kv factor and jerk 

value are taken into consideration. Tests were carried out on the experimentally identified 

mechanical model of machine tool feed drive axis. The inner velocity control loop was set to 

suitable dynamics and this setting was held during the experiments with position control. 

The model order of mechanics was set to accurate describe mechanics in high as well as low 

frequencies. 

The influence of jerk and Kv factor on the accuracy will be evaluated on the shape of 

position error. Its steady state part has a zero mean due to the active velocity feedforward and 

transient part is nonzero due to the limited dynamical stiffness. Two criteria were used 

as a measurement for the evaluation of position error. Maximal overshot of position error Δ 

and ITAEn integral criteria with the enhanced meaning of time. First criteria is the natural 

measure of maximal deflection from the desired trajectory. This criteria does not catch time 
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duration or settling time of the overshot. The second one evaluate the surface of position error 

with strong emphasis on its time progress. For this reason time exponent n = 5 was chosen. 

 
 

  
 

Fig. 1. Maximal overshot of position error 
 

Fig. 2. Values of ITAEn criteria 

 

Simulations were carried out in Matlab-

Simulink environment. Values of both 

criteria for several combinations of jerk and 

Kv factors are shown in Fig. 1 and Fig. 2. 

Dark blue regions distinguishes areas with 

the low overshot and also with low ITAEn 

criteria. Such regions are defined by low 

position error and are valid for higher 

Kv factor and lower jerk. Fig. 3 shows that 

lower Kv factor and higher jerk can result 

in higher overshot but without oscillations, 

case e = 50 m.s-3 and  Kv = 3 m.min-1/mm, 

whilst higher Kv factor with higher jerk, 

case e = 50 m.s-3 and  Kv = 8 m.min-1/mm, 

have both criteria low but significant number 

of unwanted oscillating periods are present. 

We can conclude that the low value of integral criteria and low overshot in position 

deviation at the same time need necessarily not lead to satisfactory behaviour of feed drive 

axis. Higher number of oscillating periods can decrease the machining accuracy and surface 

smoothness. Computer simulations can be carry out for finding the appropriate values of jerk 

and Kv factor. When adjusting the machine in practice, it is necessary to be careful with 

possible transfer of parameters into the control system. Some effects such as friction are not 

included in the model so real oscillations may differ from the modelled ones.  
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Fig. 3. Overshots in position error 
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1. Introduction 

The effect of non-uniform torsion may be significant in structural elastostatic and 

elastodynamic analysis of thin-walled beams with open as well as closed cross-sections and 

with constant material properties. The maximum normal stress resulting from the bimoment 

occurs at the points of action of the external torques (except for free ends of beams) and at 

cross-sections of restrained warping (e.g. clamped cross-sections). A comprehensive overview 

of the literature dealing with the issue of non-uniform torsion of thin-walled beams made of 

homogeneous material can be found, e.g., in [1, 5]. Structures with spatially inhomogeneous 

material properties are of a great practical importance in modern product and system design. 

Functionally Graded Materials (FGMs) are formed mainly by a continuous gradation of two or 

more constituents over the physical volume of a material body. In the literature, a huge amount 

of papers can be found, which deal with modelling and simulation of static and dynamic 

problems of FGM beams. In [4], a review of the principal developments in FGM structures is 

processed. A common feature of the cited articles is that constant material properties of the 

beams are assumed in longitudinal direction and Saint-Venant torsion is considered. According 

to our knowledge, especially for torsion of the FGM beams with longitudinally or spatially 

varying material properties, the warping effect has not yet been considered. In [6], an effect of 

longitudinally varying material properties on the warping torsion eigenmodes was studied 

originally. Significant effect of the material properties variation has been detected. 

In the presentation to this conference contribution, an advance in solution of non-uniform 

torsion of the FGM beams will be presented that is a result of our research on this area. A 

theoretical background of our approach to solution of non-uniform torsion of the FGM beams 

with doubly symmetric open and closed cross-section, [2], will be shortly presented. Results of 

numerical experiments, performed by our warping torsion beam finite element (FGM-WT) that 

is based on the above mentioned theoretical backgrounds, will be introduced. The FGM-WT is 

a two-node straight finite element, which we have assembled by a direct stiffness method taking 

into account the Secondary Torsion Moment Deformation Effect (STDME). In addition to the 

angle of twist of the cross-section, a further degree of freedom is considered. It is the part of 

the bicurvature caused by the bimoment. The stiffness matrix in the local coordinate system has 

a dimension (4x4) [2]. The solution results for torsion of the clamped thin walled beams will 

be evaluated and compared with the ones obtained by the standard solid and shell finite 

elements. The polynomial and parabolic longitudinal variations of the effective material 

properties along the length of the beam is considered that can be obtained by homogenization 

of the spatially varying material properties in three directions (symmetrically in the lateral y-

axis and transversal z-axis, and polynomial in the longitudinal x-axis of the beam). The effect 
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of longitudinally varying material properties on the twist angle and the bimoment will be 

evaluated. 

2. Numerical simulations 

In this section, the results from elastostatic analysis of cantilever FGM beams with I-cross-

sections are presented. The length of the beams, L, is equal to 0.1m. The FGM consists of a 

mixture of aluminum (denoted with the index m) and tungsten (denoted with the index f ). The 

material properties are listed in Table 1. 
 

Table 1. Material properties of the FGM constituents  
 

Material properties 

Young’s modulus   , ..   11 114 8 10 0 69 10f mE E  Pa 

Poisson’s ratio vf = 0.2, vm = 0.33 - 

Shear modulus   ,   2.    0.26f mG G   11 110 10 10  Pa 

 

The variable Young’s and shear modulus, and the Poisson’s ratio are chosen for Case 1 as 
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where n denotes the power of (x/L). The axial variation of the material properties is drawn in 

Fig. 1 for 𝑛 ∈  〈1, 5〉. 
 

 
 

Fig. 1. Variation of the Young’s and shear modulus for different values of n 
 

For the Case 2, from the chosen parabolic longitudinal variation of the volume fractions of 

tungsten,  fv x x x  2400 40 , and the aluminium,    m fv x v x x x    21 400 40 1 , 

the effective elasticity modules and the Poison ratio are obtained as follows: 

      . . .f f m mE x E v x E v x x x       10 10 11 26 9 10 1 644 10 1 644 10   , 

     f v m mx v x v x . . x x       20 33 52 52 ,  
 

  
E x

G x
x


2 1

 . Physical dimension of 

the elastic modules is [Pa]. The axial variation of the elasticity modules is shown in Fig. 2.  
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Fig. 2. Variation of the Young’s and the shear modulus 
 

The cross-sectional dimensions of the cantilever beam, shown in Fig. 3, are given as follows: 

0.005b  m, 1 0.01h  m, 1 0.00875h h t   m, 0.00125t s  m. In Table 2, the cross-

sectional parameters required for the analysis are listed. The beam is loaded at point k by the 

torsional moment 1NmTM Fh  .The elastostatic non-uniform torsional analysis of the 

considered cantilever beam were performed with the material properties for the Case 1 and 2. 
 

 
 

Fig. 3. Cantilever beam with an I cross-section: a) system, b) cross-section, c) applied forces (F = 114.3 N) 
 

Table 2. Cross-sectional parameters for warping torsion 
 

Cross-sectional parameters  

Cross-sectional area .A   40 21875 10  m2 

Second moment of area about the y-axis .  yI   90 28483 10  m4 

Second moment of area about the z-axis .  zI   100 27262 10  m4 

Polar moment of area .  p y zI =I +I   90 31212 10  m4 

Torsion constant .TI
  100 1119 10  m4 

Secondary torsion constant .  TsI   90 19938 10  m4 

Warping constant . I
  150 498 10  m6 

 

Plots of the longitudinal distribution of the angle of twist,  [rad], for the both cases of non-

uniform torsion of the investigated cantilever are shown in Fig 4. Fig. 5 shows the longitudinal 

variation of the bimoment, M [kNm2], for the cantilever beam with an I cross-section. These 

quantities were computed by only one FGM-WT beam element with STMDE and by very fine 

mesh of the SOLID186 finite elements [3]. The curves in Figs. 4 and 5 for n 0  show the 

distributions for the beam made from tungsten only. The normal bimoment stresses can be 

further computed by the thin tube theory. 
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Fig. 4. Angle of twist, ψ [rad], for non-uniform torsion of the cantilever beam with an I cross-section, 

 Case 1 - left figure, Case 2 - right figure 
 

 
 

Fig. 5. Bimoment, M [kNm2], for the cantilever beam with, Case 1 -  left figure, Case 2 - right figure 

3. Conclusions 

The Figs. 4 and 5 show significant impact of the material properties variation not only at the 

clamped end of the beam but also in the field of the beam. This is the new original knowledge 

that may be very important for the designers of the FGM structures made of thin walled beams. 

As will be shown in the presentation, this effect will also results in an occurrence of the large 

bimoment normal stresses caused by warping torsion. It is also shown a very good agreement 

of the results obtained by only one FGM -WT beam finite element with the ones obtained by 

the standart beam, shell and solid finite elements [3]. Similar results were obtained also for the 

hollow cross-section beams [2]. 
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Effect of various boundary conditions on the supersonic flow 

through the tip-section turbine blade cascade with a flat profile 
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Transonic flows through turbine blade cascades are usually connected with the shock-

wave/boundary-layer interaction. This interaction mostly leads to the laminar/turbulent 

transition in separated flow. The flow through the tip-section turbine blade cascades is mainly 

supersonic due to a very high circumferential velocity. The stagger angle of the blade is large 

and so flow in the cascade is characterized by the supersonic inlet and outlet (see Synáč et al. 

1). In case of the tip-section turbine blade cascades with the inlet supersonic flow there are 

some further problems connected with numerical simulations. Partly it is necessary to modify 

the inlet part of the computational domain because of the suppression of parasitic shock 

waves arising by the reflection from boundaries of the domain. Further there is a relation 

between of the inlet Mach number and the inlet angle given by the unique incidence rule (see 

Lakshminarayana [2]). The inlet flow angle is prescribed in numerical simulations and 

corresponding inflow conditions are established in the distance about one chord upstream of 

the leading edge plane. The tip-section blade cascade was designed for two nominal regimes 

with the inlet Mach number M1 = 1.2 and isentropic outlet Mach numbers M2is = 1.7 and 1.9. 

Numerical simulations of 2D compressible flow through the tip-section turbine blade cascade 

with a flat profile were carried out at free-stream turbulence Tu = 1.5% for three regimes 

including nominal regimes. Further, the effect of inlet free-stream turbulence was studied. 

The Reynolds number related to the isentropic exit Mach number and the profile chord was 

Rec = 2106.  

The OpenFOAM code was used for simulations based on the Favre-averaged Navier-

Stokes equations completed by the two-equation SST turbulence model and the -Ret 

transition model proposed by Langtry and Menter [3]. The transport equation for the 

intermittency coefficient  is given by the equation 
 

   j t

j j j

U
P E

t x x x

     
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with production term P and the destruction term E. The onset and length of the transition 

region are expressed by means of the local Reynolds number given by the transport equation 

as well. The model is switched over to a simple algebraic transition model for the transition in 

separated flow. The only two-equation SST turbulence model was used for comparison. 

The computational domain takes up one spacing of the blade cascade and it is extended up 

to 2.4t upstream of the leading edge plane. Similarly the outlet part is shifted downstream of 

trailing edges. The inlet boundary conditions are prescribed by the constant total pressure, 

total temperature and inlet flow angle. The outlet boundary condition is defined by the 
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constant static pressure determined according to the outlet isentropic Mach number. 

Periodicity conditions were used on side boundaries of the computation domain. As the inlet 

Mach number is very sensitive to small changes of the inlet angle, the variation of M1 with 1 

was studied. The presented numerical results were obtained for the inlet angle 1 = 82.82o and 

the corresponding inlet Mach number M1 = 1.135. Some numerical results for M2is = 1.817 are 

described by Musil et al. [5]. Due to the geometrical configuration of blades and to inlet 

boundary conditions pressure and suction sides are on the inverse blade sides than usually. 

The evaluation of numerical results was carried out using the data reduction method proposed 

by Amecke and Šafařík [1]. Numerical results were compared with results of optical and 

pressure measurements, see Luxa et al. [4]. 

The field of Mach number isolines obtained by numerical simulation for the M2is = 1.747 is 

compared in Fig. 1 with the interferometric picture for corresponding boundary conditions. 

The flow structure in the blade cascade is influenced particularly by the inner branch of the 

exit shock wave of the neighbouring blade and its interaction with the laminar boundary layer 

on the suction side of the blade resulting in the flow separation and the transition in separated 

flow. The separation on the blade suction side induced by the interaction begins at x/b  0.54. 

The length of the separation is (x(b)sep  0.05 for the M2is =1.817 and slightly reduces with 

increasing free-stream turbulence. With diminishing entropic outlet Mach number the 

separation onset moves upstream equally as the position of the shock-wave interaction.  
 

      
 

a) Interferometric picture    b) Mach number isolines 
 

Fig. 1. Flow field in the blade cascade 
 

Due to the asymmetric blade trailing edge the supersonic expansion comes up on the pressure 

side leading to flow separation and to shifting of the near wake in the suction side direction 

with a very thick exit shock wave. Through different outlet isentropic Mach numbers at same 

boundary conditions due to the supersonic inlet the agreement of numerical simulations with 

experimental results is acceptable. 
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Ultrasonic stepped horn design with adaptive modal properties 
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High demands on performance, quality and reliability in the development and production of 

modern technical equipment result in the development of qualitatively new materials and 

material structures. These new modern materials (ceramics, composites and others) are 

generally characterized by improved physico-mechanical properties, with the result that this 

situation leads to relatively large problems in their technological processing [3]. For this 

reason, the hybrid technology processes are used to process these materials - e.g. combination 

of conventional technological processes with vibrations (ultrasound). The transmission of 

vibrations into the technological process is performed by means of the so-called ultrasonic 

horn, which must be operated in resonant mode. However, during the technological process, 

ultrasonic horn resonance properties change under load [1]. Design and analysis of stepped 

ultrasonic horn with adaptive change of modal properties is solved in this paper. Modification 

of modal properties is carried out using an embedded core which changes distribution of the 

spatial properties of horn structure. 

The structural design of ultrasonic stepped horn with adaptive modal properties is shown 

in Fig. 1. The stepped horn starting radius is R0 and the steppped change to radius r is at 

length Ls. The fundamental part of the ultrasonic stepped horn body has a drilled hole 

(radius rc) for insertion of core with a length Llc. The different material properties can be used 

for body of stepped horn and movable core. The longitudinal displacements of interacting 

points between the stepped horn body and the core are the same, i.e. perfect adhesion is 

assumed for the corresponding points. 
 

 
 

Fig. 1. Structural model of stepped horn 
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Generally, the partial differential equation (PDE) describing the free longitudinal vibration 

of k-th segment of horn structure is defined [2] in the following form 
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where kES)(  is the longitudinal stifness and kS)(  is the unit mass parameter of the k-th 

segment of horn structure, ),( txu kk  is the longitudinal displacement of cross-section 

(contained in k-th segment) in positon kx , k is the number of segments (k = 4). 

By solving the PDE (1) in the form )()(),( tTxUtxu kkkk   [4] and introducing 

dimensionless parameters, the following ODE is obtained  
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and the frequency parameter k is formulated  
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where dimensionless geometrical and material parameters are 0)()( LxUu kkkk  , 0SSS  , 
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cross-sections S0, Sc, S are defined by 
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By the formulation of relevant boundary conditions, the frequency determinant is created 

from which the modified natural angular frequency for stepped ultrasonic horn with adaptive 

modal properties is determined by 
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where modified function is expressed by 
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  is j-th natural angular frequency for unstepped horn shape with radius R0 

and length L0. 
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Parameters of dynamic systems are usually disturbed by a random noise, which emerges due to
an imperfect function of the system, due to external influences, etc. These noises are random
functions of time. The task assignment, however, may require determination of response statis-
tics when the parameters of the system have indefinite values due to scattering of production,
aging, wear or degradation of the system, etc. It turns out that the nature of the formulated task
where the statistical set consists of individual realizations of the system is quite different from
the case when parameters are influenced by random variables in time.

Therefore, a different assignment of the task is presented. Parameters of the system response
statistics are looked for, when items of an initial statistical set are individual cases of the sys-
tem itself. In other words, the coefficients have two sources of perturbation. Random noises,
usually introduced as the Gaussian white noises, which are functions of time, and the random
imperfection, which represents statistics in the set of implementations of the system described
by a certain probability density.

From this point of view, it is crucial if, for instance, the material density is limited on both
sides of the phase variables. If it is not limited (it is driven, e.g., by the normal distribution),
the system will lose stochastic stability immediately or after a certain period of time. There-
fore, the width of the band containing admissible cases should be strictly limited, see, e.g., [6].
Furthermore, many more papers can be cited investigating specific attributes of stochastic sta-
bility phenomena related with the topic dealt in this study, see, e.g. [1, 5] or [7]. The adequate
limitations strongly depend in each parameter on the intensity of the parametric noise applied,
correlation with an additive excitation noise and type of probability density of structural param-
eters.

Let us consider a simple system the function of which can be described by a stochastic
differential equation of the first order

u̇(t) = −(C + p+ w(t))u(t) + f(t) + ϕ(t) , (1)

where:
C – constant, nominal value of a system parameter;
p – deviation (imperfections) of the parameter from its nominal value; discrete set of

values in realisations with zero mathematical mean value and known probability
density;

f(t) – useful signal (deterministic part of excitation);
w(t), ϕ(t) – time variable parametric perturbation or additive perturbation of excitation;

Gaussian white noises of constant intensities sw, sϕ, swϕ.
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The initial condition of the response u(0) = u◦ is a random quantity of probability density
h◦(u◦). The imperfection p can be considered as a constant. Within every individual realization
of the system or time period of its service, the parameter is not subjected to differentiation or
integration in time.

For every value of p we can consider in Eq. (1) the processes w(t), ϕ(t), u(t) as Markov
processes in time. With respect to Eq. (1), the Fokker-Planck equation can be deduced. Using
the Ito white noise definition, see [2, 3, 8] and other monographs, the relevant equation can be
written as

∂h(u, t)

∂t
=
∂

∂u

[((
C + p− 1

2
sww

)
u(t) +

1

2
swϕ − f(t)

)
h(u, t)

]

+
1

2

∂2

∂u2

[(
swwu

2(t)− 2swϕu(t) + sϕϕ
)
h(u, t)

]
, (2)

where:
h = h(u, t) – probability density function of the system response;
sww, swϕ, sϕϕ – intensity or cross-intensity of parametric and additive noises w(t), ϕ(t).

Using Eq. (2) for the construction of the equations for the first and second unknown stochas-
tic moments of the response, it can be obtained

u̇is(t) = −(C + pi − 1

2
sw)uis(t) −

1

2
swϕ + f(t); uis(0) = uis◦ , (3)

Ḋi
u(t) = −2(C + pi − sw)Di

u(t) − 2swϕu
i
s(t) + sϕ; Di

u(0) = Di
u◦ , (4)

where:
uis(t) – mathematical mean value of the response for the i-th realization of the parameter

imperfection;
Di
u(t) – variance of the response for the i-th realization of the parameter imperfection;

uis◦, D
i
u◦ – random initial conditions (we will introduce the assumption of the statistical inde-

pendence of initial conditions and parameter imperfections).
The solution of these equations can be expressed by means of Green functions in the form of

uis(t) = uisg(t, 0, p
i) · uis◦ +

t∫

0

uisg(t, τ, p
i)(f(τ)− 1

2
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where uisg(t, τ, p
i) and Di

ug(t, τ, p
i) are Green functions arising from Eqs. (3) and (4) for

annulled right-hand sides and initial conditions of uisg(τ, τ, p
i) = 1, Di

ug(τ, τ, p
i) = 0 or

uisg(τ, τ, p
i) = 0, Di

ug(τ, τ, p
i) = 1, respectively,
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i) = exp
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−2
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)
(t− τ)

]
. (8)

To determine the mathematical mean value us(t) and variance of the response Du(t) on the
set of realizations, we will apply the mathematical mean value operator E{·} to Eqs. (5) and
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(6), making use of the fact that in the given case the operators of mathematical mean value and
integration are mutually commutable, and of the statistical independence of initial conditions
from imperfections. That means

us(t) = usg(t, 0) · us◦ +

t∫

0

usg(t, τ)(f(τ)− 1

2
swϕ)dτ , (9)

Du(t) = Dug(t, 0) ·Du◦ +

t∫

0

Dug(t, τ)(sϕ − 2swϕus(τ))dτ , (10)

usg(t, τ) = E{uisg(t, τ, pi)} ; Dug(t, τ) = E{Di
ug(t, τ, p

i)} . (11)

The kernels of integrals in Eqs. (9) and (10) implicitly depend, in the meaning of Eq. (11),
on the probability density of the imperfection p, while the influence of particularly the additive
noise ϕ(t) is expressed in Eqs. (9) and (10) relatively distinctly.

Let us pay attention to some special cases of imperfection probability density distribution:
(i) Normal distribution of imperfections. The uncertainty of the quality of the individual

parts of the system is commonly characterized by the normal distribution or its mean value and
by variance Dp, see [4] and many others,

h(p) =
1√

2πDp

· exp

(
− p2

2Dp

)
. (12)

Let us assume that the useful signal f(t) = const. If C > sw/2, then 0 < t < tm = 2(C −
1
2
sw)/Dp, i.e., within a finite time interval, the system is stochastically stable in probability.

Provided that C ≤ sw/2, the system is unstable from the very beginning, i.e., for all t > 0.
These conclusions would not change even if f(t) 6= const. The initial or "deferred" loss of
stability in both cases results from the dispersal of imperfections Dp different from zero.

(ii) Uniform distribution of imperfections. The parameter imperfection should be obviously
limited on both sides within a finite interval −∆ ≤ p ≤ ∆. The simplest distribution of
probability complying with this requirement is the uniform distribution, see [2, 3] and others,

h(p) =

{
1
2d

; −∆ < p < ∆,

0 ; p < −∆ ; p > ∆.
(13)

It can be shown that for t→∞ the mathematical mean value equals

lim
t→∞

us(t) = usn =
f◦ − 1

2
swϕ

2∆
· lg C −

1
2
sw + ∆

C − 1
2
sw −∆

. (14)

This limit exists, if the imperfection interval is limited by C > 1
2
sw + ∆.

(iii) Truncated normal distribution of imperfections. The probability density of imperfec-
tions p is described by the truncated Gaussian distribution for |p| ≤ ∆, see [4] and a number of
additional papers cited herein,

h(p) =





0 ; p ≤ C −∆,
µ√

2πDp
· exp

(
− (p−C)2

2Dp

)
; C −∆ < p < C + ∆,

0 ; p ≥ C + ∆,

(15)
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µ−1 = 2Φ

(
∆√
2Dp

)
= 2√

2π

∆/
√
Dp∫

0

e−ξ
2/2 dξ. (16)

If ∆ is finite and C > sw/2 + ∆, the influence of initial conditions successively disappears
with growing t and the system reveals to be stable in the mathematical mean value. The per-
missible width ∆ of the zone of imperfections is determined by the white noise intensity sw. It
is decreasing with the increasing noise intensity and vice versa. The permissible zone is wider
for the truncated normal distribution than for the uniform distribution.
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Numerical modelling of cracked bodies is required for many research and engineering 

applications. Majority of cases is satisfied with two-dimensional (2D) modelling assuming 

plane strain or plane stress conditions. When three-dimensional (3D) model is created, it 

contains mostly only straight crack front. For the purpose of most of the applications it seems 

to be good enough. However in reality, fatigue crack front doesn’t propagate as a straight line, 

but it is always curved. Basic reason for the crack front curvature is the presence of so called 

vertex point singularity, which is appears at the intersection of the crack front with free surface. 

Vertex point singularity affects stress distribution close to the free surface, resulting in the 

curvature of fatigue crack front. This effect might be observed at high asymmetry loadings, 

description may be found in [2]. It seems that additional curvature is caused when plasticity 

induced crack closure effect is present. Elber [1] was the first describing this phenomenom, 

which is caused by residual plastic strains left behind propagating fatigue crack. Residual strains 

form plastic wake and causing the crack faces come to the contact before the crack is actually 

closed. Advanced computational possibilities enable closer insight into the closure mechanics, 

leading to improving the physical background and ability to develop accurate models for fatigue 

life prediction. 
 

  
 

Fig. 1. Middle tension specimen geometry a) and numerical model b) 
 

The methodology of numerical modelling of plasticity infuced crack closure was adopted 

from previous studies [3]. For the purpose of the study, MT specimen with dimensions 2L = 200 

mm, 2W = 60 mm, B = 10 mm was used (Fig. 1). In order to compare the results, 2D finite 

model was created by using PLANE182 finite elements, while 3D finite element was build with 

SOLID185 finite elements. Material model assumed elastic-plastic behaviour according to the 
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cyclic curve of steel EA4T (𝜎𝑌 = 611 MPa and 𝜎𝑈𝑇𝑆 = 727 MPa, 𝜎𝑌𝐶 = 470 MPa ). Specimen 

was cyclically loaded with constant stress intensity factor range ∆K = 20 MPa√m and load 

range R = 0. Crack growth was simulated by debonding nodes of the crack front when 

maximum load was reached, specimen was subjected in total to 10 cycles with 10 crack 

increments in order to reach final crack length 2a = 15 mm.  

Contact elements were required in order to simulate premature crack faces contact. 

Therefore contact elements were prescribed on the crack face, while the opposite stationary 

crack face was substituted by creating horizontal line or surface and meshed with target 

elements. Crack closure determination was performed by monitoring of displacement of the 1st 

node behind the crack tip. Change of the displacement uy to a negative value signalized that 

crack was closed and corresponding Kcl was determined.  

3D numerical model was assumed with straight crack front only in order to compare 2D and 

3D results. Crack closure values, determined after the 10 cycles of loading, agree very well 

between 2D and 3D. In the middle of the body, where plain strain conditions prevails, closure 

values correspond to the 2D model assuming plane strain conditions and furthermore, it agrees 

also with Newman+Wanhill empirical equation and Pokorny [4] experimental results. Crack 

closure values at the free surface are also very similar with 2D results, assuming plane stress 

conditions.  

Since the effect of residual plastic strains is the deciding factor on crack closure appearance, 

it would be appropriate to take a look at plastic zones (Fig. 2a). Thick lines reffers to the plastic 

zone shapes through the 3D crack front. It can be found that plastic zone shape is moreless 

constant from the middle of the body almost the the free surface (Fig. 2b). There can be found 

a pop-up inside the body close to free surface, but it goes back to stabilized cylindrical shape . 

Plane strain result is very similar to the plastic zone at the middle of the body. In contrary, plane 

stress assumption provides significantly different shape of plastic zone than the plastic zone \at 

the free surface of 3D body.  
 

 
a) 

 
 

 

 

b) 

Fig. 2. Plastic zone shapes comparison between 2D and 3D model after monotonic loading a) and 3D plastic 

zone shape envelope b) 
 

It is generally assumed that when the crack closure is present, the determinitive factor in the 

crack growth is not whole range of the loading cycle ΔK, but only its effective part ΔK without 

the rest of the cycle where the crack has been already closed 

∆𝐾𝑒𝑓𝑓 = ∆𝐾 − 𝐾𝑐𝑙 (1)  
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Fig. 3 presents plotted distributions of elastic Kmax, closure value Kcl and determined effective 

part of the cycle ΔKeff through the specimen thickness for case of the straight crack. At the free 

surface, elastic Kmax decreases due to the vertex point singularity. In the paper [2] was presented 

that the crack front curvature caused due to the free surface effect is found when constant 

horizontal Kmax distribution is obtained. For the MT specimen, horizontal Kmax distribution 

was found for crack front curvature with angle 7.5°. However, crack closure values Kcl didn’t 

decrease, but increase. Finally, the effective part of the loading ΔKeff remains more or less 

similar as for the straight crack front. 

It seems that curvature of the crack front doesn’t affect ΔKeff distribution in numerical 

model, although in experimental results there is a difference between pure free surface effect 

and cyclic loading with plasticity induced crack closure involved. Therefore, further research 

must be devoted to this topic in order to prove or disprove the validity of effective stress 

intensity factor range ΔKeff. 
 

 
 

Fig. 3. Elastic SIF (Kmax), closure SIF (Kcl) and effective SIF (Keff) for the specimen with straight crack front 
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Presented work deals with the design, stress/strain analysis and testing of composite element 

for aircraft construction. Main idea of the work is replacement of titanium part with 

composite manufactured from C/PPS 5H satin fabric [1, 2] by thermoforming technology. At 

first loading of the composite was simulated in FE software Abaqus and it was proved, that it 

should withstand the load without failure.  

Experiment was done after the manufacturing of testing specimens. Tests were done on 

TIRA 2300 universal testing machine with loading speed of 1 mm/min (respectively 2 

mm/min). Tensile load was realized through the screws in the web of the element jointed with 

the jaws of the machine. Relationship between loading force and displacement for three tested 

specimens can be seen in Fig. 1. Comparison of failed specimen with FE prediction of failure 

index (according to maximal stress theory [3]) can be seen in Fig. 2. 
 

 
 

Fig. 1. Relationship between loading force and displacement for three tested specimens 
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Fig. 2. Comparison of predicted failure index with real failure of the specimen  
 

Next part of the work is comparison of interlaminar shear strength of our part (which is 

consolidated from two plates with 8 layers of fabric) with properties of plate manufactured 

from 16 layers of fabric. One set of specimens cut from 16 layers plate and two sets of 

specimens cut from profile with 2x8 layers were prepared for tests. Experiment and its 

evaluation is like single lap joint testing (according to ČSN EN 1465 standard for example). 

Tests were done on TIRA 2300 machine with loading speed 1 mm/min. Tested specimens can 

be seen in Fig. 3. Results can be seen in Table 1. 
 

 
 

Fig. 3. Tested specimens 
 

Table 1. Comparison of deflection/rotation for designed versions 
 

 Average interlaminar  

shear strength [MPa] 

Standard deviation 

[MPa] 

Specimens 8_1 -8_8  22,63 0,86 

Specimens 8_9 -8_16 20,17 0,66 

Specimens 16_1 -16_10 19,01 1,49 

Conclusions 

Three specimens of composite bracket were tested with achieving average maximal force 

28,94 ± 1,25 kN. Comparison of FE and experimental results shows that FE model predicts 

well areas of failure which are around the bolt holes and on transition radius between lower 

flange and web of the profile. 
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From the Table 1 can be seen that specimens cut from plate with 16 layers have lower 

average interlaminar shear strength and higher standard deviation then specimens cut from 

consolidated profile (2x8 layers). It means that the consolidated profile from 2x8 layers has 

similar or even better interlaminar shear properties then profile made from 16 layers. 
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Use of FEM in traffic accident analyses 

P. Pavlataa 

a Vision Consulting Automotive s.r.o. 

Since the 1950s, in traffic accident analysis, forensic experts have been using simple 

trigonometric methods of force triangles solved only with a pencil, a plastic ruler and a 

logarithmic ruler. Later, with the massive expansion of pocket calculators in the 1970s and 

1980s, calculations accelerated, but procedures remained the same. It was only with the boom 

of desktop PCs that simple computer programs began to be created from the beginning of the 

1990s, which were algorithmically based on the methods used so far. With the wide rise of 

Windows OS, faster processors and powerful graphics cards, several successful programs 

have gradually developed since the beginning of the new millennium. Some of these 

programs were probably based on algorithmic engines of racing car game simulators. These 

engines at that time were increasingly worked with the true vehicle dynamics based on 

mechanical multi-body-systems (MBS). Among such programs, which have achieved 

commercial use, it is necessary to mention especially PC-crash and later also Virtual-crash, 

with much easier and intuitive control. Gradual variants of this software from version 1.0, 

which solved ground plan tasks only in 2D, through version 2.0 and especially very successful 

version 2.2, which worked excellently since 2005 even in 3D space, further versions 3.0 and 

4.0 focused mainly on improving real graphics even with rendering and also modeling 

realistic terrain using Google orthophotomaps, which make it easy to model a road elevation 

and realistic relief of the surrounding terrain. 

However, MBS algorithms generally work with non-deformable models defined only by 

the simple outer envelope of the modeled object. However, such models usually do not 

contain any deformation zone elements by demanding procedures tuned in the development of 

real vehicles or other elements hidden under the hood (engine, transmission, cooling system 

components and many others). Usually, the stiffness of the individual vehicle body parts is 

also not known. 

In the case of vehicles, only the outer contours of their shape and, in some cases, their 

interior contours are entered. The whole vehicle model is then composed of several hundred 

or several thousand usually triangular faces of various sizes so that the simplified shapes of 

the vehicle are sufficiently modeled. 

A range of vehicle damage in these models is implemented by simplifying special 

procedures working only with estimating the depth of overlap of vehicles at the moment of 

collision (in milliseconds), estimating the impact restitution coefficient and estimating the so-

called equivalent energy speed (EES). Other simplifications envisaged in MBS programs 

include a linear relationship between vehicle deformation and contact force. In addition, 

movement after impact is extremely sensitive to contact parameters, which is typical for non-

linear systems. This cause differences between the results of the experiment and the 

simulation. Despite of these facts, the procedures described above give relatively convincing 

results for most traffic accidents. It should be noted, however, that the expert by the 

application of these procedures always obtains “some” result, which does not always mean a 
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technically acceptable solution to the task. Although experts must have sufficient experience 

in entering individual task input parameters, many other important physical inputs are only 

predefined in the software implicitly and often do not even change them by experts. The 

expert can then be satisfied with the result of his simulation, which at first view makes some 

sense, but in fact does not fully correspond to the physical conditions. Consequently, the 

expert can prepare an inaccurate technical report, which can subsequently affect life fates of 

the road accident participants. Thus, in many other cases, the above procedures can fail. 

MBS algorithms on mechanical systems of usually only a few hundred or thousand 

degrees of freedom, with relatively large time steps of individual iterations of solutions (0.001 

to 0.01s), give fast results and thus allow a large number of different solution variants to be 

processed in a short time, for instance when some input parameters of the task are varied. 

This paper deals with the use of nonlinear finite element (FEM) algorithms solving 

generally fast dynamic processes. These algorithms work with deformable models of vehicles 

or their components, the achieved results can in some cases bring to the task much more 

realistic look of the deformation process and behavior of the objects involved comparing to 

MBS. 

Further considered procedures require much more sophisticated models requiring 

knowledge of a much larger range of input parameters, including a description of the 

mechanical properties of all structural materials. The results of such computer simulations 

today give a very realistic view of the deformation behavior of individual vehicles or objects 

during a traffic accident. Suitable complete vehicle models are now available to vehicle 

manufacturers, who use them in the virtual development cycle of new vehicle generations. 

Such models now have several tens of millions of degrees of freedom, the time step of each 

solution iteration is around 1µs to be good numerical convergence. 

Unfortunately, such vehicle models are generally not currently available for use in 

forensic practice, and the vast majority of current experts do not have enough expertise, 

experience and equipment to apply these methods in practice. However, even today, it is 

possible to solve with the use of FEM methods a number of more complex tasks where 

standard approaches of forensic experts fail. 

The author of this paper will demonstrate several examples solved since the turn of the 

millennium using the software PAM-crash. The Virthuman as a scalable human body model 

will be introduced in some of these examples where the passengers or a vehicle crew were 

modelled. 
 

   
 

Fig. 1. An example of traffic accident analysing by Virtual-crash 
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Being a versatile material with many advantageous properties, polyethylene is used for making 

various structural parts in many applications. However, modelling the mechanical behavior of 

structural parts made of polyethylene is more demanding, as it often requires slightly more 

complicated material model that includes specific types of behavior like viscoelasticity or plas-

ticity. This contribution is concerned with finite element simulations of tensile test specimens 

made of polyethylene for geomembranes. 

The geomembranes (or geosynthetic barriers) are used as waterproofing elements in con-

struction of civil structures like buildings, roads, railroads, tunnels, solid waste storage sites, 

reservoirs and many more. Among other tests, the geosynthetics are a subject to tensile tests of 

specimens directly cut out of the extruded membrane sheets. In these tests, the specimens must 

achieve a certain level of ductility, which is usually no problem for specimens cut out of 

smooth-surfaced membranes. However, the surface is often structured on one side or on both 

sides. The surface features cause the specimens perform worse in the tensile tests. The work 

described in this contribution is aimed at finding a method for prediction of the performance of 

real specimens in tensile tests. The prediction should be based on FEM simulations of tests of 

specimens with various combinations of surface features. The ability to predict the specimens 

would save substantial costs in developing new types of surface structures for the membranes. 

FEM simulation of the 

specimen was carried out in 

ANSYS. The material 

model used in the simulation 

was based on the tensile test 

results of the smooth sur-

faced specimens. The force-

deformation dependency ob-

tained from the tests is 

shown in Fig. 1 (marked as 

tensile test). It has typical 

features of tensile test results 

of ductile semicrystaline 

polymers [3]. The first part 

is almost linear elastic, then 

there is the yield point, after 

which necking occurs. This 

is marked by a shear drop in 

Fig. 1. Comparison of force-deformation dependancy from experiment  

and FEM simulation 
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the force. In the second part, the neck propagates until the chain molecules of the material be-

come straight. After that, hardening occurs followed by ultimate failure. Note that the elonga-

tion at break goes up to 1200 %. This dependency was recalculated to form a true stress-true 

strain dependency which was used to define the multilinear material model in the simulation. 

Isotropic hardening rule was used. Other features of polyethylene material, like viscoelasticity 

and effect of strain rate, were neglected in the model. The strain rate of the tensile tests was 50 

mm/min, which should not influence the results substantially [1, 2], and the viscoelasticity is 

not playing any significant role in this type of problem.  

As a first step in 

the simulations, the 

tensile test of a 

smooth specimen 

was modelled. The 

ANSYS Autodyn 

explicit solver had 

to be used for the 

solution because of 

the very large defor-

mations. The force-

deformation dependency was obtained and compared to the dependency from the real tensile 

test (see Fig. 1). The simulated dependency lacks the force increase before the necking but then 

the necking propagation takes place at identical force as in the experiment and also the final 

hardening starts in the right moment. However, the hardening part is not described accurately 

at all in the area of very large deformations. This might be caused by the fact that only simple 

logarithmic relationships were used to calculate the true stress and strain for the model and their 

validity is limited to smaller deformations. This problem will be addressed in further work. 

The second step was modeling the structured-surfaced specimens (see Fig. 2). So far, it 

seems that the models can predict the place, where the necking starts in the tensile tests of 

structure-surfaced specimens. It can be observed in both the failed specimens and the simula-

tion, that the necking starts in the area, where there is the largest space with no surface features. 

However, a criterion must be formed to assess where the specimens break and the ability of the 

specimens to achieve a certain deformation after necking.  
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1. Introduction  

The analysis of passive dynamic walkers shows that walking mechanisms have different 

energy requirements. This logically raises the question of what mechanism is least energy 

efficient. From this point of view, it is clear, that the best is the wheel. On a flat surface, the 

center of gravity moves along a straight line, ensuring that energy is not wasted on vertical 

movement. Thus, the question arises as to how to minimize energy consumption of the 

walking bipedal mechanism, which has a periodic vertical movement. The solution could be a 

combination of straight-line mechanism and passive walker. 

2. Straight-line mechanism 

Generation of straight-line motion using linkage mechanisms has always been a common 

requirement in machine design practice. Although exact straight line cannot be generated 

using simple mechanisms though some simple mechanisms are designed such that they can 

produce approximate straight lines for short range of motion. These approximate straight-line 

mechanisms have wide applications in machine design. These mechanisms were used in 

classical machines such as steam engines. Perfect straight lines can also be generated using 

linkage mechanisms but those are relatively complex mechanisms, [3]. 

  

 
Fig. 1. Crane straight-line mechanism, [2] 
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3. Passive dynamic walker 

Passive-dynamic walkers are simple mechanical devices, comprised of solid parts connected 

with joints, that can walk stably down a slope. They have no motors or controllers, although 

can have remarkably human-like motions. Here we present three new robots which extend 

passive-dynamic walking principles to walking on level ground by using an active power 

source. These robots use less control and less energy than other powered robots, yet walk 

more naturally. These results highlight the importance of the coupling between form and 

function in human and animal locomotion, [1]. 
 

 
 

Fig. 2. Passive dynamic walker, [4] 
 

First simulations support that these mechanisms works and that the walking consume 

relatively same amount of energy as human walking. 

 

Fig. 3. Simulation of passive dynamic walker 
 

Although these mechanisms move periodically and the hip joint, where center of mass is 

located, moves vertically in 2D. In 3D the movement is much more complex and involves 

periodical movement from side to side.  
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4. Combination of straight-line mechanism and passive dynamic walker 

First experimental simulation suggests that it is possible to combine passive dynamic walking 

and straight-line mechanisms. 

 

Fig. 4. Straight-line crane mechanism combination with passive dynamic walker 
 

 Although these kinds of mechanism are not passive so there have to be some kind of 

control system and actuation. In design of control it would be necessary to implement need of 

stable system but most of all low energy consumption. This approach leads to problem of 

optimal control of underactuated systems. 

5. Conclusion 

From this point of view and from observing movement of human movement is possible to say 

that human skeletal mechanism uses some kind of passive dynamic and straight-line 

mechanism that reduces movement of center of mass. And this way reduces energy 

consumption. 
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A rotor supported on hydrodynamic journal bearings represents a complex dynamic system, 

whose vibrations are significantly influenced by fluid films in the journal bearings. Except for 

resonant frequencies, dangerous self-excited vibrations of the rotor due to oil-whirl and oil-

whip instabilities can occur under certain conditions (e.g. [1], [4]). Flow-induced vibrations 

can occur when journal bearings are poorly lubricated. These vibrations are sub-synchronous 

and they do not pose a danger for the rotor (e.g. [2], [5]). Self-excited and flow-induced 

vibrations of the rotor can be predicted using computational models or they can be detected 

experimentally. Close understanding of behaviour of the journal bearing before, during and 

after the self-excited and the flow-induced vibrations is the main motivation for the complex 

research of dynamics and hydrodynamics of the rotor-bearing system. Deep knowledge of 

relations between the dynamics of a fluid film in journal bearings and the dynamic response 

of rotating systems of these types of vibration can help to improve designs of many modern 

rotating machines. 

During last few years many aspects regarding the influence of the fluid film in journal 

bearings on the dynamics of rotor systems were introduced (e.g. [4], [5]). Recent development 

in numerical methods for nonlinear models and numerical continuation methods allowed the 

oil-induced instabilities and resulting bifurcations to be studied even deeper. E.g. De Castro et 

al. [1] implemented nonlinear hydrodynamic forces and predicted oil whirl and oil whip for a 

real vertical rotor train and for a horizontal test rig. Sub-synchronous fluid-induced vibrations 

were observed e.g. by DeCamillo in thrust bearings [2]. DeCamillo noted that such vibrations 

usually occur in poorly lubricated bearings but he was unable to identify all conditions that 

can lead to the reported sub-synchronous vibrations. The problem of the sub-synchronous 

fluid-induced vibrations is not commonly studied in 

available literature and, therefore, the investigation of 

this problem is a challenge. 

There are several common methods for the 

modelling and dynamic analysis of rotating systems. 

The approaches are based on the finite element 

method (for the one-dimensional Euler-Bernoulli 

and/or Timoshenko continua) or on multibody 

dynamics. Journal bearings are represented by 

nonlinear forces acting at points corresponding to the 

bearing support. The oil film dynamic behaviour is 

described by the Reynolds equation. It has to be 

solved in each time integration step and the resultant 

pressure distribution is transformed into dynamic 

  

Fig. 1.  Geometry of the journal bearing 
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forces, which are subsequently included into equations of motion. 

Equations of motion for the rotor supported on journal bearings that are used in this work 

are derived based on a multi-body formalism. Motions of the rotor are decomposed to global 

(gross) motions and elastic motions (vibrations) in this approach. In order to simulate both 

types of the motion, the system of differential algebraic equations is employed, [3], (time 𝑡 is 

omitted for a better clarity) 

 𝐌 𝐪̈ + 𝐟𝑟𝑏(𝐳, 𝐳̇) = 𝐟𝑔𝑦𝑟(𝐳) + 𝐟𝑗(𝐳, 𝒘) + 𝐟𝑒(𝐳) − 𝐃 𝐪̇ − 𝐊 𝐪, (1) 

 𝐒(𝛉𝐵) 𝛉̇𝐵 = 𝛀𝐵, (2) 

 𝛉𝐵
⊤ 𝛉𝐵 = 1, (3) 

 𝐫(𝐪) = 𝟎. (4) 

The position, the orientation and the deformation of the rotor are included in state vector 𝐳 =
[𝐱𝐵

⊤, 𝛉𝐵
⊤, 𝐱̇𝐵

⊤, 𝛀𝐵
⊤, 𝐪⊤, 𝐪̇⊤]⊤. Vector 𝐱𝐵 and quaternion 𝛉𝐵 characterize the position and the 

orientation of the rotor, respectively, and vector 𝐪 contains elastic coordinates relative to a 

coordinate system whose position is defined by vector 𝐱𝐵 and whose orientation is given by 

four Euler parameters in quaternion 𝛉𝐵. Vector 𝐰 is composed of state vectors of all bodies 

coupled to the rotor. 𝐌, 𝐃, 𝐊 are constant matrices, which characterize mass, damping and 

stiffness of the rotor, respectively. 𝐟𝑟𝑏 , 𝐟𝑔𝑦𝑟 are vectors of forces, which result from the rigid 

body accelerations and gyroscopic effects, respectively. Vector 𝐟𝑗 accommodates forces in 

couplings and 𝐟𝑒 contains prescribed external forces and moments. 

Equation (2) describes the relation between angular velocity 𝛀𝐵 of the global motion and 

quaternion 𝛉𝐵, (3) is the normalization condition and (4) is introduced in order to obtain a 

unique separation of the global and the elastic coordinates. These additional equations are 

described in detail e.g. by Offner et al. [3]. 

The forces acting on the rotor in its journal bearings are obtained using the solution of the 

Reynolds equation. These so-called hydrodynamic forces can be evaluated by integrating a 

pressure in an oil film over the surface of the bearing. Here it is assumed, that the oil is an 

incompressible Newtonian fluid, the film is thin and the flow in the film is laminar. 

Furthermore, cavitation may occur and mass conservation in cavitated areas is considered. 

Pressure 𝑝 = 𝑝(𝑠, 𝑥, 𝑡) is then governed by the Reynolds equation in the form (see e.g. [5]): 

 
𝜕

𝜕𝑠
(

𝜃 ℎ3

12 𝜇
 
𝜕𝑝

𝜕𝑠
) +

𝜕

𝜕𝑥
(

𝜃 ℎ3

12 𝜇
 
𝜕𝑝

𝜕𝑥
) =

𝑢𝑗+𝑢𝑠

2
 
𝜕(𝜃 ℎ)

𝜕𝑠
+

𝜕(𝜃 ℎ)

𝜕𝑡
, (5) 

where 𝑠, 𝑥 are the circumferential and axial coordinates, respectively. These coordinates are 

depicted in Fig. 1. Function ℎ = ℎ(𝑠, 𝑥, 𝑡) determines the gap between a journal and a shell, 

𝜃 = 𝜃(𝑠, 𝑥, 𝑡) is the percentage of the bearing gap that is filled with oil, 𝜇 = 𝜇(𝑠, 𝑥, 𝑡) is the 

dynamic viscosity of the oil and 𝑢𝑗 , 𝑢𝑠 are the surface velocities of the journal and the shell, 

respectively. Note that there are two unknown variables in (5): 𝑝 and 𝜃. For 𝑡 = 0, ratio 𝜃 is 

prescribed by initial conditions (usually 𝜃 = 1) and (5) is solved for 𝑝. If 𝑝 drops below the 

value of saturation pressure 𝑝𝑐 at any node then the Gümbel condition (i.e. 𝑝 = 𝑝𝑐) is applied 

and (5) is solved for 𝜃. 
 

Table 1. Nominal parameters of journal bearings (valid for both the rotors [4], [5]) 
 

Parameter Symbol Value Parameter Symbol Value 

bearing diameter 𝑑 38.0 mm ambient pressure 𝑝𝑎 1.00 bar 

bearing length 𝑙  20.0 mm saturation pressure 𝑝𝑐 0.98 bar 

radial clearance 𝑐𝑟 40.5 μm supply pressure 𝑝𝑠 1.25 bar 

lubricant viscosity 𝜇 28.3 mPa∙s supply bore diameter 𝑑𝑏 5.00 mm 
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Different rotor-bearing systems were considered in order to investigate self-excited and 

flow-induced vibrations of the rotor. Geometry of the journal bearings was the same for the 

investigation of both vibration types, see Fig. 1. Parameters of the bearings are summarized in 

Table 1. The RENOLIN VG 46 lubricant is supplied to the bearings through a circular supply 

bore, which is located in the lower half of the bearing shell. 

The proposed configuration of the test rig for the investigation of oil-whirl and oil-whip is 

shown in Fig. 2. The shaft in this configuration is rather slender and a massive disc is attached 

to the shaft. 

 
 

Fig. 2. Geometry and discretization of the rotor for the investigation of oil-whirl and oil-whip instabilities, [4] 
 

The simulations suggest (Fig. 3b) that the oil-whip develops at frequency of rotation 𝑓𝑟 in 

the range of 100–106 Hz (6,000–6,350 RPM) with a dominant response at 50–52 Hz, which 

corresponds with the first bending mode. Further simulations suggest that the threshold speed 

for the oil-whip is only little sensitive to the radial clearance or the lubricant dynamic 

viscosity. Furthermore, there is a short speed interval in which the oil-whirl takes place (92–

98 Hz). Although the proposed test rig geometry is suitable for the investigation of both oil-

whirl and oil-whip, a prolonged operation under oil-whip conditions is impossible because of 

a high level of vibrations of the disc, which exceed 1 mm peak-to-peak (Fig. 3a). 

An arrangement and dimensions of the analysed system for the investigation of flow-

induced vibrations are depicted in Fig. 4. The system consists of the rotor supported on two 

journal bearings and a controller, which controls the speed of the rotor. 

 
Fig. 3. Simulated steady state response of the perfectly balanced rotor from Fig. 2 (taken from [4]).      

Response of the rigid disc (a) and of the journal in the bearing at the non-drive end (b).  
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Fig. 4. Geometry and discretization of the rotor for the investigation of the sub-synchronous flow-induced 

vibrations, [5] 
 

 The steady-state response of the perfectly 

balanced rotor was simulated for frequency of 

rotation 𝑓𝑟 in the range of 100–250 Hz. The 

response was analysed in time interval 1–2 

seconds and is depicted in Fig. 5. Flow-induced 

vibrations manifest themselves as a sub-

synchronous component, which appears at 𝑓𝑟 ≈
130 Hz and disappears at 𝑓𝑟 ≈ 160 Hz. 

Moreover, self-excited vibrations develop at 𝑓𝑟 ≈
245 Hz at the frequency of 0.48 × 𝑓𝑟. 

The reported sub-synchronous flow-induced 

vibrations can occur only if the rotor is well 

balanced (balance quality grade G1 or lower in 

accordance with ISO 21940-1), and if it is 

radially supported on poorly lubricated journal bearings, whose supply bores are located in 

the lower half of the bearings. These vibrations are stable and cover roughly 10 % of the 

bearing clearance and, therefore, they are not dangerous. However, they might be undesirable 

in precise machinery. 
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1. Introduction
The work deals with compressible viscous fluid flow in narrow channels with rectangular cross-
section with high aspect ratio. The characteristic dimension is the height of the channel which
is varied from 0.5 to 10 mm. The issue of fluid flow in a straight channel may appear very easy
thanks to the simplicity of the geometry and many commonly known facts. The opposite is true
in case of narrow channels and compressible fluid. The study is focused on the value of critical
Reynolds number Rec and also on suitable approaches to the measuring and modelling of such
flows. The usually known value of Rec ≈ 2 300 is derived for channels of ordinary dimensions.
In microchannels (height to 200 µm) the laminar flow can be stable to the values of Rec ≈ 104.
The study aims mostly at minichannels (height between 200 µm and 3 mm), where the situation
is very poorly explored, especially in case of a compressible fluid. Fluid flow in narrow channels
and gaps of various cross-sections is a phenomenon occuring in many technical applications,
such as clearance gap flow in control valves of steam turbines, tip leakage flow in gas and
steam turbines, clearance gaps in screw compressors etc., and it is therefore important to further
develop knowledge in this area.

The experimental part of the study is taking place in the Institute of Thermomechanics
of the CAS, v.v.i., where properties of air flow through the channels were measured. The air is
sucked in the channel through the shaped inlet area, then it is accelerated thanks to the selected
pressure drop and behind the channel the air flows into the free space represented by a set-
tling chamber. The appropriate pressure is maintained in the settling chamber. Distribution
of static and total pressure was measured in the channel axis together with wall shear stress.
Interferograms were also obtained in several cases. Experiments are performed in a calibration
channel of height 10 mm and sufficient length for the flow to get fully developed. This chan-
nel serves for calibration of mesurement techniques and for validation of numerical solver for
this type of flow. Experiments and numerical simulations in minichannels are then carried out
for heights from 0.5 to 4 mm and conclusions concerning critical Reynolds number are drawn
from them.

2. Numerical discretization using discontinuous Galerkin method
Laminar and fully turbulent numerical simulations were performed to examine compressible
fluid behaviour in minichannels. The in-house numerical solver based on the discontinuous
Galerkin finite element method [1, 2] is used. Mathematical model of laminar compressible
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viscous fluid flow is formed by the system of Navier-Stokes equations in 2D. In case of turbu-
lent simulations the system is Favre averaged and closed by the two-equation k-ω turbulence
model of Wilcox [4]. Spatial discretization of the mathematical model is accomplished by the
discontinuous Galerkin method (DGM), using second order of accuracy and Langrange basis
functions. Time discretization is realized with first order of accuracy using an implicit scheme
and GMRES method.

Despite of many advantages of the discontinuous Galerkin method, discretization of the
two-equation turbulence model by DGM causes serious problems with stability of numerical
simulations. Modifications of the turbulence model are employed for this reason, namely the
logarithmic formulation of the transport equation for specific dissipation rate ω [3] and restric-
tion of turbulent kinetic energy k.

3. Validation of experimental and numerical methods in calibration channel
Geometry of the calibration channel computational domain and appropriate boundary condi-
tions are shown in Fig. 1. The real channel is the thin middle part of length 1526 mm and the
small inlet area of length 114 mm. The large added inlet and outlet areas are necessary to pre-
vent boundary conditions to influence natural intake of air into the channel and free outflow into
the settling chamber. The computational domain is discretized by a structured computational
grid properly refined near the walls and in the outflow area, where shock waves occur in case
of an over-critical pressure ratio. Considering the dimensions of the channel and velocity of the
flow, the numerical simulation is performed as fully turbulent. There is a distribution of static
and total pressure in channel axis for pressure ratio 0.3 shown in Fig. 2, numerical results are
compared to the experimental ones. Similar results are obtained for two under-critical pressure
ratios 0.6 and 0.8. Wall shear stress distribution for all pressure ratios is show in Fig. 3. Exper-
imental and numerical values of the wall shear stress are in very good agreement except for the
first three measured points, where the flow is not yet fully developed and the used measuring
technique (sublayer fence probe) gives not quite reliable values. Despite small disagreement
in the total pressure we consider the numerical solver suitable for use in minichannels.

Fig. 1. Geometry of computational domain for the calibration channel with highlighted boundary condi-
tions; dimensions are in millimetres, grid density is only illustrative

4. Compressible fluid flow in minichannels of height 0.5 to 4 mm
Geometry of the computational domain for minichannels is very similar to the one of the cali-
bration channel. The height is set to 0.5, 2, 3 and 4 mm and the length is 92 mm. Only static
pressure is measured in minichannels because of the small dimensions of the channel. Esti-
mated Reynolds numbers for all minichannels lie above commonly recognized critical value,
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Fig. 2. Distribution of static and total pressure in calibration channel axis for pressure ratio 0.3

Fig. 3. Distribution of wall shear stress in calibration channel for all three pressure ratios

but due to many uncertainties in this area both laminar and fully turbulent simulations are per-
formed. Numerical results in comparison with experimental data are shown in Fig. 4 for channel
of height 3 mm. For all four channels we get similar numerical results. For channels of height
up to 2 mm the experimental values fit very closely the laminar curve. From 3 mm we can
observe clear deviation from laminar curve as in Fig. 4. Nevertheless the experimental values
stay far from the turbulent curve. They come close to the turbulent curve only at the end of the
channel. Reynolds number in the channel based on the height of the channel and approximate
velocity in the vertical cross-section is at least Rec ≈ 17 000 for the height 2 mm, which is far
above the supposed critical values. In this case the flow turns out to be laminar in the whole
channel.

5. Conclusions
The obtained results indicate that there starts a transition from laminar to turbulent flow in chan-
nel of height around 3 mm. An intermittent regime may occur in the channel. Where exactly
in the channel and for which height the transition occures is a very difficult question. We must
have a proper model of transition to answer this question. Since essentially almost all current
models of transition are calibrated for flow around the body, there is a need to calibrate one
of them for internal flows and broadly test it with help of experimental data.

The shift of the critical Reynolds number to the value of approximately 17 000 is an im-
portant result. It confirmes the assumption of the need to treat minichannels differently than
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Fig. 4. Distribution of static pressure in channel of height 3 mm, pressure ratio 0.189

common channels or microchannels. The chosen approaches and numerical methods prove
themselves to be suitable for investigation of the compressible viscous fluid flow in narrow
channels and can be used for future research in this area.
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Galerkin method as a weighted residual method is one of many possible approaches to solve a
partial differential equation whose solution is approximated by combination of trial functions.
These functions are mutually linearly independent and satisfy boundary conditions.

Pressure field in a circular journal bearing is governed by Reynolds equation in the dimen-
sionless form [2]

∂

∂ϕ

(
h
3 ∂p

∂ϕ

)
+

(
R

L

)2
∂

∂Z

(
h
3 ∂p

∂Z

)
=

(
2
γ̇

ω
− 1

)
ε sinϕ+ 2

ε̇

ω
cosϕ, (1)

where p(ϕ,Z) is the dimensionless pressure field, ϕ and Z are the circumferential and axial
coordinates, respectively, ω is the angular speed, R is the radius of a bearing shell, L is the
length of a bearing, h is the dimensionless height of thin oil film, ε is the relative eccentricity
and ε̇ and γ̇ are the velocities of relative eccentricity and attitude angle, respectively.

Unknown pressure distribution in the circular journal bearing is approximated by Fourier
series in circumferential direction and by goniometric sinus function in axial direction. Final
form of the pressure field approximation [1] is written as

p ≈ p̂
(
ϕ,Z, t

)
= pamb +

NO∑

i=0

NA∑

j=1

[ai,j sin (iϕ) + bi,j cos (iϕ)] sin
(
jπZ

)
, (2)

where pamb is the dimensionless ambient pressure, ai,j, bi,j are unknown coefficients of Fourier
series and NO, NA ∈ N are the numbers of trial functions in the circumferential and axial
direction. Aim of weighted residual methods is to minimize a residuum [1]
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In the case of the Galerkin method, weight functions are the same as the trial functions and
final generalized scalar multiplication is defined as follows

∫ 1

0

∫ 2π

0

r · [sin (kϕ) + cos (kϕ)] sin
(
lπZ

)
dϕ dZ = 0. (4)

After consecutive generalized scalar multiplication by all weight functions, final system of
algebraic equations can be rewritten into matrix form [1]

[
A 0
0 B

] [
a
b

]
=

[
f1
f2

]
, A(GAL)x(GAL) = f (GAL), (5)
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where all unknown coefficients ai,j, bi,j from Eq. (2) are associated into corresponding sub-
vectors a ∈ RNANO,1 and b ∈ RNA(NO+1),1. Coefficients a0,j = 0 for j = 1, 2, . . . , NA.
Submatrices A ∈ RNANO,NANO and B ∈ RNA(NO+1),NA(NO+1) are sparse, diagonal and regu-
lar. Each element of submatrices results from solution of each integral (4) and similarly for
right-hand side subvectors f1 ∈ RNANO,1 a f2 ∈ RNA(NO+1),1. Based on mutual orthogonality of
goniometric functions, the elements of submatrices and subvectors are analytically derivable.

Hydrodynamic force is determined by the hydrodynamic pressure and the force components
are obtained from pressure integration

[
F hd
rad

F hd
tan

]
≈ RL

6µR2ω

c2

1
2∫

− 1
2

π∫

0

p̂(ϕ,Z, t)

[
cosϕ

sinϕ

]
dϕ dZ, (6)

where µ is the dynamic viscosity, c is the radial clearance and pressure field p̂ satisfies half-
Sommerfeld boundary condition [2]. Components of the hydrodynamic force can be written in
the closed form using previously calculated coefficients ai,j, bi,j from Eq. (5). The hydrody-
namic force can be expressed in Taylor series and linearized stiffness and damping coefficients
of fluid film can be found. Stability of a rotor-bearing system is then determined based on
Routh-Hourwitz stability criterion [2].

Presented Galerkin method (GAL) was applied on chosen bearing system with following
parameters: R = 50 mm, L = 100 mm, c = 0.8 mm, µ = 0.04 Pa.s, pamb = 0 Pa and
bearing load F0 = −147.15 N. In-house software [3] with implemented solver based on finite
difference method (FDM) was also used in order to perform comparison with obtained results.
Comparison of journal trajectories and stability borderlines for both applied methods is depicted
in Fig. 1. Intersection point of these two curves is a moment when system becomes unstable.
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Fig. 1. Comparison of journal trajectories and stability borderlines
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The beam as one of the fundamental structural elements is very often used in the engineering 

application - mechanical and civil engineering. During operation, these structures may be 

subjected to periodic dynamic loading forces, which in certain adverse cases may cause their 

resonance state. The possibility of reducing the level of undesirable vibrations or preventing 

their occurrence should be one of the important objectives in the design of the structure. The 

design and analysis of the beam structure that will allow its spatial properties (mass and 

stiffness) to be redistributed using the displaceable core inserted into the beam structure is 

investigated in this paper. The change in the deflection of a beam loaded by the force effect 

that causes its resonance state, depending on the redistribution of spatial properties (based on 

the position of the reinforcement core), is studied. 

The structural model enabling continuous modification of dynamic properties of the beam 

structure by inserting the reinforcement core is shown in Fig.1. The basic shape of beam body 

has a length L0 and a rectangular cross-section - width b0 and height h0. In the longitudinal 

direction, a hole with a radius rc for insertion reinforcing the core is drilled into the beam 

body. The top surface of the beam structure is loaded with time-varying pressure py(t). The 

different material properties are considered for beam body and movable core. The following 

assumptions are considered in the mathematical model of beam composite structure modified 

by the reinforcing core - beam cross section is planar before and during deformation, isotropic 

and homogeneous material properties of beam structural parts are assumed, mutual 

displacements of interacting points between beam body and core are the same, i.e. perfect 

adhesion is assumed for the corresponding points perfect adhesion at the interfaces of beam 

structural parts is supposed. 

 
 

Fig. 1. Structural model of modified beam structure 

166



The model of considered beam structure is divided into two segments with different cross-

sections. The general equation of motion for forced bending vibration of k-th segment of 

considered beam structure [1,2] can be expressed in the following form 
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where ),( txw
kk

- beam displacement in k-th segment, )( tp
y - uniform pressure acting on top 

surface of beam and cross-section parameters of k-th segment of beam structure are 

 bending stiffness  ])1([)(
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The dimensionless parameters applied in (2), (3) are defined by 
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S is cross-section area and J is quadratic moment of cross-section for full beam cross-section 

(subscript 0) and core (subscript c). 

After application )()(),( tTxWtxw
kkkk

  into (1) (for 0)( tp
y ), the differential equation of 

the k-th segment for determination of mode shapes and natural angular frequency for 

complete beam structure [2] has the following form 
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The states of resonant behavior of the beam structure, which is caused e.g. by the action of 

harmonic pressure )sin()(
0

tptp
y

 , can be eliminated by the insertion of a reinforcing core. 

During the core insertion process, the stiffness and mass parameters are redistributed and this 

new structural state leads to a change in the resonant frequency [2] and and this also causes a 

change in the deflection of the beam structure. 
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cDepartment of Physiology, Faculty of Medicine in Pilsen, Charles University, alej Svobody 1655/76, 323 00 Plzeň, Czech Republic

This contribution follows up the paper [3] dealing with the finding of the best deterministic
approximation of the Brownian motion using the known thermostatic oscillator. The purpose
was to use this approximation in the model of the molecular motor dynein. We used different
criteria like entropies, complexity, Lyapunov exponents etc. The developed program seems to
be suitable also for the analysis of the ECG signal to predict the heart arrhythmia before they
occur. It is an actual problem investigated on experimentally obtained rabbits’ ECGs.

Some criteria exist, like index of cardiac electrophysiological balance (iCEB), or others
which are more complicate. They need more leads and manual treating. Therefore, we have
tried to use some of the criteria based on entropy mentioned above. As a basis seems to be
useful the permutation entropy [2].

From all criteria, we chose after analysis two of them – new empirical amplitude aware
permutation entropy [1] and information exergy index combining singular value decomposition
(SVD) and information exergy [5]. The first criterion corresponds with the properties of the
ECG signal in the one given time interval and the second one takes into account the changes
during a longer time.

In the following, we try to explain both criteria very shortly:
Entropy (information entropy). Entropy is the measure of the disorder of a closed system.

We suppose the rabbits’ ECG signal with arrhythmia in comparison of the healthy rabbits has
some irregularities. The criteria based on entropy seems to be the best suitable. A lot of possi-
bilities to define the entropy of the time series exist, like the ECG signal. As a very simple and
effective, we have chosen the permutation entropy, introduced in [2].

Permutation entropy. Let us have a one-dimensional time series S = {xt; t = 1, 2, . . . , N}.
In the arbitrary time s, we introduce a D-dimensional vector (s)→ (xs−(D−1)τ , xs−(D−2)τ , . . . ,
xs−1τ , xs), where τ is the delay (usually equal 1). To this vector, we assign the ordinal pattern
which is permutation π = (r0, r1, . . . , rD−1) from the order number of the elements of the
vector elements. It is defined with the inequality

xs−rD−1
≤ xs−rD−2

≤ . . . ≤ xs−r1 ≤ xs−r0 . (1)

The number of these permutations – patterns – is D!. For N � D! we can write for the
probability of π

p(π) =
number of patterns π

N −D + 1
. (2)
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The probability distribution is then P = {p(π)}. Putting these probabilities into the known
formula of Shannon entropy

S(P ) = −
N∑

j−1

pj ln pj , (3)

we obtain the permutation entropy.
Amplitude-aware permutation entropy (AAPE). Original permutation entropy has two weak-

nesses: First, it does not take into account the different absolute values and differences of vectors
elements creating the same patterns (for example, (2,1,4) creates the same pattern as (20,1,40)).
The second problem is that the vector has the same elements with the same values. Their in or-
der of emergence is ranked (e.g., (2,4,4) can create the same pattern as (2,3,4)). Azami [1] tried
to solve these problems in the following approach: To the probability, he added the probabilities

A

D

D∑

k=1

|xs−(k−1)τ |+
1− A
D − 1

D∑

k=2

|xs−(k−1)τ − xs−(k−2)τ |, (4)

whereA is chosen from the range [0,1]. In case of two or more vector elements having the same
value, into account is taken only the corresponding part – for two same elements the half, for
three the third etc.

Information exergy. Information exergy is equal the change (or transfer) of the Kullback
information between the supposed state (the ECG of the healthy rabbits) and the actual state.
Generally, it is given with formula

K(p0, p) =

∫
p log

p

p0
dt . (5)

The actual state can be the function of time τ this can evaluate the change of state during the
time

K(p0, p(τ)) =

∫
p(τ) log

p(τ)

p0
dt . (6)

The problem is how to express this change using only one variable. Zhang [5] calls this vari-
able again information exergy and mentions that it is a ”time cumulating function of information
entropy”

Y(τ2) =

∫ τ2

τ1

S(τ)dτ, (7)

where S(τ) is information entropy obtained in the time moment τ from the neighbouring part
of the time series s.c. window WS. The discretised formula is

Y(m− 1) =
m−1∑

i=1

S(i) + S(i+ 1)

2
, (8)

where m = 1, 2, . . . ,M is a moment in the solved time interval. All these Y(m− 1) can be
arranged into a column vector Y. If we choose K different time intervals (τ1, τ2) from the time
series (ECG), it is possible to create the information exergy matrix F((M− 1)×K) from the
corresponding vectors Y:

F =




S(1, 1) + S(2, 1)

2

S(1, 2) + S(2, 2)

2
· · · S(1, K) + S(2, K)

2∑2
i=1

S(i, 1) + S(i+ 1, 1)

2

∑2
i=1

S(i, 2) + S(i+ 1, 2)

2
· · · ∑2

i=1

S(i,K) + S(i+ 1, K)

2...
... . . . ...

∑M−1
i=1

S(i, 1) + S(i+ 1, 1)

2

∑M−1
i=1

S(i, 2) + S(i+ 1, 2)

2
· · · ∑M−1

i=1

S(i,K) + S(i+ 1, K)

2



. (9)
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It is necessary to mention that the different time intervals can be used as the different leads
of ECG. Articles [4] and [5] suggest how to obtain from the information exergy matrix one
parameter called information exergy index. For this purpose, it is necessary to use singular
value decomposition. The decomposition of the matrix F in the product of three matrices

F = UΣVT , (10)

where Σ is the diagonal matrix. The diagonal entries are the singular values. They are for
the square matrices equal the square root of the eigenvalues of the matrix FFT . The greatest
singular value σ can be used as an indicator of entropy changes of the time series during the
time.

As a most effective has been shown to use both parameters AAPE and σ. Both these criteria
should distinguish two groups of ECG – ECG of the healthy rabbits and of the rabbits with both
types of arrhythmia (Torsades de Pointes (TdP) and non TpD).

The first one characterises the basic ordering of the ECG signal and the second one its
change during time. A time series is chosen the series the peaks of the ECG signal, which is a
special type of the Poincare section (Fig. 1). Our code is called Rabbits ExergyMES1.m.

Fig. 1. Poincare section of the ECG signal

To verify the efficiency of this method, we have analysed 39 rabbits’ one-lead ECG. They
were divided into three groups healthy rabbits, rabbits with TdP arrhythmias and rabbits
with non-TdP arrhythmias. The experiment is the result of the in vivo study realised in the
Biomedicine Centre of the Faculty of Medicine in Pilsen. The result is shown in Fig. 2.

Conclusions. From the result, we can conclude:
1. AAPE allows distinguishing rabbits without arrhytmias and rabbits with (TdP) arrhythmias

with good sensitivity and specificity.
2. The parameter σ cannot distinguish between healthy and non-healthy rabbits, but its value is

in some boundary smaller for healthy rabbits.
3. The method does not allow to distinguish between TdP and non-TdP arrhythmias. Although,

it can be seen the growing number of TdP arrhythmias with the growing σ. The tendency is
opposite for the non-TdP. It can be a task for further research.
The introduced methods are very simple and offer the possibility to select the ECG of

healthy rabbits. Further analysis and comparison with other published methods are needed.
Also, it is necessary to apply to human ECG.
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Fig. 2. Green-healthy rabbits, red-rabbits with TdP arrythmias and blue-rabbits with non-TdP arrythmias
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Cavitation is usually defined as the generation of vapor bubbles in a liquid flow due to a pres-
sure drop under vapor pressure at corresponding liquid temperature [1]. It is a widely studied
phenomenon in fluid mechanics, mainly because when the bubbles are exposed again to high
pressures, condensation occurs and bubbles experience a violent compression, which releases a
large amount of energy. For a very short time period temperature within bubble reaches thou-
sands of Kelvins and dissociation of water molecules results in production of hydroxyl radicals.
The effects of this collapse are well known by engineers, especially those involved with hy-
draulic devices, where a cavitating flow may cause losses in efficiency, high levels of noise
and vibration and severe erosion of internal solid surfaces. However this phenomenon can also
be exploited positively for elimination of pathogenic microorganisms or reduction of danger-
ous chemical residuals contained in water (volatile organic compounds, pharmaceuticals etc.).
To design efficient devices for removal of undesired biological or chemical contamination it
is necessary to understand the process of cavitation bubble collapse in flowing liquid, which
is a combination of advection by the liquid stream and bubble dynamics induced by variable
pressure field.

Dynamics of an isolated cavitation bubble submerged in a steady flow is studied numerically
in present contribution. An Eulerian-Lagrangian approach is considered in which properties of
the fluid are computed first, using a two-phase homogeneous mixture model, by means of a Eu-
lerian method within commercial CFD code, and then the trajectory of the bubble is computed
in a Lagrangian fashion, i.e., the bubble is considered as a small particle moving relative to the
fluid, due to the effect of several forces depending on fluid’s pressure and velocity fields previ-
ously computed. Important ingredient is change of the bubble’s radius imposed by surrounding
pressure field, which is modeled by Rayleigh-Plesset equation. In the end energy released by
the successive collapses of the bubble is evaluated to estimate the energy available for damage
of material surface or rupture of the cell membranes.

Newton’s law of motion can be used to describe bubble’s trajectory

mb
dub

dt
= FD + FL + FP + FA + Fg, (1)

where mB is the mass of the bubble, uB is the absolute velocity of the bubble. The terms on the
R.H.S. represent respectively the drag force, the lift force, the force due to pressure gradient,
added mass force and buoyancy/gravity effects. In addition, bold fonts imply vector quantities.
Obviously the bubble/bubble and bubble/wall interactions are not included. The drag force FD

over a sphere is usually taken as

FD = −1

2
CDπR

2ρl|us|us, (2)
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where R stands for the radius of the bubble, ρf is the surrounding fluid’s density, us is the slip
velocity defined as us = ub − uf , with uf being the absolute velocity of a fluid’s particle
located at bubble’s center, and CD is the drag coefficient, depending mostly on the Reynolds
number of the flow, Re = 2Rρus

µ
. Non-linear relation between drag coefficient CD and Reynolds

number is assumed according to formula proposed by Yang et al. [3].
The force FL accounts for the lift force, a force usually represented by

FL = −CLρlVbus × (∇× ul), (3)

FP is the force due to pressure gradient defined as

FP = Vb∇p, (4)

FA is the so called added mass or virtual mass effect, and represents the additional inertia
added to the system due to the need of accelerating the surrounding fluid in order to occupy
a new position. It is usually implemented as

FA = −CAρl
D

Dt
(Vb(ub − ul))

= −CAρlVb
(
dub

dt
− Dul

Dt

)
− CAρl

dVb
dt

us.
(5)

Finally, Fg represents a combined gravitational and buoyancy force and is therefore imple-
mented as

Fg = (mb − ρlVb)g, (6)

where g is the acceleration due to gravity. Since bubble is changing its diameter along its trajec-
tory, it is clear that the change also has impact on magnitude of the respective forces (especially
drag force, buoyancy force and added mass force). Bubble dynamics of a spherical isolated
cavitation bubble was first described by Lord Rayleigh [2]. More accurate equations, which
are extension of the original formulation appeared later (Rayleigh-Plesset, Gilmore, Herring,
Keller, ...). Due to some stability problems basic formulation by Rayleigh and Plesset [1] is
employed in present contribution

RR̈ +
3

2
Ṙ2 =

pv − p∞
ρ

+
pg0
ρ

(
R0

R

)3k

− 2S

ρR
− 4µ

ρR
Ṙ, (7)

where pv is vapor pressure at liquid’s temperature, p∞ is the pressure in the liquid far from the
bubble, pg0 is the partial pressure of the air inside the bubble at a reference bubble size R0,
k is the polytropic coefficient, S is the surface tension and µ is the viscosity of the liquid. This
equation assumes spherical shape of the bubble, incompressibility of the surrounding fluid and
zero heat and mass transfer between the bubble and the surrounding fluid.

Venturi tube with dimensions according to Fig. 1 was used as an example for the bubble
tracking.

Velocity and pressure fields were computed numerically using ANSYS Fluent 19.1, with
Reynolds-averaged Navier-Stokes (RANS) equations accompanied by realizable k–ε model,
the numerical method is finite volume method (FVM), using segregated approach with SIMPLE
algorithm. The geometry and equations are adopted for axisymmetric assumption. Multiphase
cavitating flow was implemented by homegeneous mixture approach with simplified Rayleigh-
Plesset equation. See distribution of the phases for cavitation number σ = 0.42 in Fig. 2. These
fields were used as an input for MATLAB code and its Adams-Bashforth-Moulton method,
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Fig. 1. Geometric description of the simulated Venturi tube (all dimensions in mm) (left), phase distri-
bution for the Eulerian approach (right)

Fig. 2. Bubble dynamics along its trajectory (left), bubble position and velocity in the y-direction (right)

where the set of equations (1) – (7) was implemented. Results were computed for a range of
different initial bubble radii and trajectory of the bubbles was depicted in Fig. 2.

Energy released by bubble collapse is computed according to [4] as work done by the pres-
sure inside the bubble against the ambient pressure

W =

∫ Rmax

Rmin

4πR2
B(p∞ − pB) dR. (8)

The energy is then determined by subtracting the values for two successive maxima of the radii.
Generally, the energy released during the i-th collapse is given by

Ei = W
∣∣∣
Rmaxi

Rmini

−W
∣∣∣
Rmaxi+1

Rmini+1

. (9)

Accompanied by correlation of material (or cell membrane) damage obtained from experimen-
tal investigations the presented approach can constitute a basis for cavitation erosion model or
cell rupture model.
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1. Introduction 

The design of machine parts and machines is associated with the use of appropriate types of 

materials and thus the determination of their physical and mechanical properties. Usually 

these are metallic materials (high-strength steels, pure alloys, etc.), in recent decades also 

other non-traditional materials, such as composites (particle or fiber composites, hybrid 

materials). Each real part is characterized by its geometric shape, which is adapted to the 

functionality of structure and also to operational loading and stresses. Each part is also made 

by a specific technology. This forms its future structural and mechanical properties including 

static, dynamic and fatigue resistance in relation to operational loads. Designers should be 

able to optimize and correctly design the so-called “notch effect” of a part. In this sense, a 

notch means a local stress and strain concentrator. Locations with high local stress 

concentration usually form critical points in mechanical structures where a static failure 

occurs or where a fatigue crack begins to spread. Notches can be categorized from different 

criteria. Let us mention here geometrical, structural or technological notches. The first group 

is unambiguously described by its geometric shape and dimension. Structural notches, such as 

inclusions or inhomogeneity in material, also create local deformation concentrations. Their 

real shape is usually replaced by a simplified geometry. Also, various technological 

treatments of materials can cause a notch effect, for example on the transition of two layers of 

material of different structural and mechanical properties, etc. Here we will focus on 

geometric notches and description of stress in the notch root as well as description of 

prediction methods to evaluate durability of notched parts using nominal stress approach or 

local stress approach by using of calculations with finite element method (FEM). 

2. Stress concentration and the stress gradient effect in the notches  

It is known that the concentration of nominal stress, n , to the local elastic (virtual) stress, 

max , which are at the root of geometrical notches can be described using a stress 

concentration factor (also shape factor) defined as  

n

tK


 max .                (1) 

The so-called exposed material volume in which a significant part of the local damage occurs, 

can be described using the relative stress gradient at the notch root, G, where  

max0

1



















x

y

x
G      [mm-1].                  (2) 
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If the stress peaks occur along the entire L region (as, for 

example, in Fig. 1, where L represent the sample thickness), 

the L/G ratio characterized the exposed region. All these 

quantities can be determined in the notch locality from the 

results of the FEM calculations, also during complex loading 

conditions, when the condition of the multicomponent strain 

is usually assessed using equivalent stress values according 

to strength hypotheses, for example, HMH . 

3. The effective notch effect on the fatigue strength 

It is also known that the effect of the stress peaks on the 

notch fatigue strength is not as significant as it would 

correspond to the theoretical stress concentration. 

Experiments define the effective notch effect on the fatigue 

limit by a notch factor,  

*

C

C
fK




 .                (3) 

In the past, several relations were proposed for the computational estimation of the notch 

factor, which are reviewed, for example, in Ref. [5]. Let us define the ratio of the shape and 

notch factor by the fatigue ratio, 
f

t

K

K
n  . The methods for expressing the n quantity can be 

split into two major groups, see Table 1.  

Table 1. Fatigue ratios calculated by different methods 

Author Fatigue ratio  n Note Eq. 
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
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A
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1
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where A=f(Rm) is the  

Neuber factor, see, e.g., [5] 

(2) 
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


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fK

a
n
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11
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  

where a is the critical surface layer 

depth, see, e.g., [5]  

(3) 
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
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a
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empirical factor a  see, e.g.,. [5] (4) 

Siebel, 
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GcnG 1  parameter c see, e.g., [5] (5) 
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where Re is the yield strength (6) 
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where bC ,  and C  are the bending 

and tensile fatigue limits, d is the 

diameter of the bending sample 

(7) 
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Kogaev [7] 
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here   is the magnitude factor for 

the homogeneous strength,   is an 

exponent  
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The first group is formed by relations that are determined in dependence on the notch root 

radius,  . The second group involves expressions depending on the relative stress gradient, 

G. In Table 1, the values of the n  and Gn  ratio are compared for some most frequently used 

relations. For the FEM applications, the expression by means of the stress gradient, G, turns 

out to be more convenient. For the determination of the local fatigue limit in the notch root, 

FEMC , , (i.e., of the limit values of the elastic stress peaks in the FEM calculations), the 

following relation can be used: 

C

FEMC

C

Ct

f

t
G

K

K

K
n







 ,
*




 ,  so that  CGFEMC n  , ,  

where C  is the material fatigue limit during a homogeneous uniaxial tensile stress. 

Analogously to the fK  factor introduced in the region of the unlimited fatigue life, it is 

possible to define the notch factor, 
*,

A

A
NfK




 , in the region of the limited life from the 

fatigue test results. The fatigue ratio is modified by the relation
Nf

t
NG

K

K
n

,

,  . It is then 

possible to obtain the fatigue curve of virtual stress values at the notch root, 

CNGC

Nf

t
FEM n

K

K
  ,

,

, which must lie above the smooth sample curve (see Fig. 2). In 

practical calculations, we can also use an opposite procedure. During the damage calculation, 

we use the fatigue curve of a smooth sample and correct the local stress amplitudes by 

calculating the quantity       

 cor
t

Nf

FEM
K

K ,
 . (4) 

Fig. 2 also shows the main difference between the Nominal Stress Approach (NSA), used by 

analytical fatigue calculations and Local Elastic Stress Approach (LESA), used by FEM 

analysis. While the fatigue curve is corrected in the downward direction in the nominal 

approach with respect to the notches, and the fatigue damage is determined from the nominal 

stress amplitude. The local approach uses the corrected stress peak at the notches and the 

initial fatigue curve of the sample without notches. Let us mention, however, that all the 

effects of the surface quality of the actual machine part should be projected into the curve and, 

as the case may be, its further technological modifications. The magnitude factor is taken into 

account in the above-indicated similarity criterion of the stress gradient effect and exposed 

volume. 

The author of this paper proposed a modification of the Heywood expression (see [3]) for the 

description of the notch effect in the region of the limited life, i.e., for the expression of the 

NfK ,  coefficient, 

 NKK tNf  )1(1, ,                                                          (5) 

in which the dependence on the relative stress gradient, G. It was expressed in the following 

form: 











2

1101
K

K

R

f
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e

G
K

K
n  and the time functions as  

 
  3

3

log4

log
K

K

NK

N
N


 . 

Parameters K1 up to K4 were determined to describe best the experimental S-N curves of 

samples with a various shape factor. A bunch of the so-called synthetic fatigue curves can be 

generated for any general stress gradient and shape factor; these curves can represent the 

required areas of the structure in the NSA approach, see Fig. 3. The example of these curves 
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is indicated in Fig. 3 according to the results in Ref. [6]. The set of these equations can also be 

used for correcting the elastic stress peaks according to relation (4) in the LESA approach. 

Fig. 2. Fatigue curves use for NSA and LESA         Fig. 3. Synthetic fatigue curves 
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1.  Introduction 

We are faced with the requirement to analyze the state of a technical device in the event of its 

fall from some height in technical practice. Special attention must be given to the various 

storage and transport containers intended for the transport of dangerous substances. The 

problem of loss of tightness of technical equipment during its fall is a complex computational 

problem. Therefore, it often has to include the following partial tasks: 

 Solution the dynamic problem of continuum mechanics using implicit or explicit time 

integration. 

 Solution with a relatively small time step, requiring the solution of a large number of 

time steps. 

 Solution of geometrically nonlinear problem. 

 Solution of material nonlinear problem. 

 Solve contact problem. 

2.  Model of solved problem 

The simulation of the fall of the transport container is solved in the FE program ADINA. The 

geometry of the transport container is formed by a large number of bodies (the model consists 

of almost 200 geometric bodies). A large number of geometric bodies have a significant effect 

on the number of defined contact pairs in the model. By considering all possibilities of 

contacting bodies we receive more than 200 contact pairs. The transport container consists of 

two cylindrical vessels, which are inserted into each other. In this case, there are large areas in 

contact with a large number of elements. A large number of contact pairs and large contact 

areas have a high demand for contact detection in the calculation process. 

The complexity of the shape geometry requires the use of cubic elements in size from 0.25 

mm to 2 mm in meshing. The geometric model is shown in Fig. 1. The finite element mesh 

has more than 20 million elements and the number of equations exceeds 14 million. 

Considering the size of the elements and the convergence criterion for explicit time 

integration, it is necessary to use a very small time step (of the order of 110-9 seconds). 

When solving the impact of the transport container we consider a solution time of 410-3 

seconds. Body contact needs to be detected more than 4 million times using explicit time 

integration. By using implicit time integration, time step 110-5 and 400 time increments can 

be used for the solution to the desired time. The solution of 15 to 20 iterations of the non-

linear solver is required at each time step. 
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Fig. 1. The geometric model of transport container 

Practical calculations have shown that using implicit time integration is significantly more 

efficient than using explicit time integration. Implicit time integration is more than five times 

faster than explicit time integration. Placing the body near the bottom and defining the initial 

velocity determined by the free fall relationship of the body allows a solution for a short 

period of time even when falling from a large height. 

The following material models are used to define the material properties of the individual 

parts of the model: 

 bilinear material model - for less important parts of the structure, 

 multilinear material model - for parts of the structure that are directly related to the 

tightness of the transport container. 

The elements switch-off criterion when reaching the material strength limit is used in 

a multilinear material model. Fall test simulations were performed for 20 positions of impact 

of the shipping container on the base. 

3.  Analysis of results 

We focus on evaluating the following properties of the structure when analyzing the results: 

 Breaking the casing tightness of the transport container, the formation of a crack - 

monitoring the switching off of elements in the casing of the transport container. 

 Breaking the fastening screws of the transport container, breaking the screws - 

monitoring the switching off of the elements in the screws. 

 Plastic deformation of screws of the transport container, permanent loosening of the 

gasket - loss of contact forces on the gasket or their significant decrease. The gasket 

release status is shown in Fig. 2. 
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Fig. 2. The gasket release status after analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. The gasket release status detail 
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4.  Conclusion 

The use of the finite element fall test simulation allows the analysis of the behavior of the 

structure without the need for its manufacturing and experimental tests at the design stage of 

the transport container. Simulations allow identification of critical points of the structure and 

their modification in order to remove them. The use of fall simulations makes it possible to 

significantly reduce the cost of design and experimental verification. 
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Vibrations have negative effect in many engineering applications. In robotics, there are types 

of machines such as serial robots or cable manipulators, that are typically able to cover large 

workspace, which usually implies high mass/stiffness ratio. Such robots are not capable of 

high accuracy while performing operations with high dynamic of the end-effector tool or 

external excitations. During last decades, there has been an intensive development of serial 

robots in order to increase their production efficiency, including their non-traditional usage 

e.g. for drilling [1].  

The open problem is what can be achieved through the accurate measurement of the 

absolute end-effector motion and its subsequent use to compensate for control loop errors 

between robot drives and the end-effector. Such measurement, considering large workspace in 

complex industrial environment, is typically very problematic. Second problem is, that the 

drives of robots typically are not capable to operate in frequency range of vibrations induced 

by disturbances. Consequently, some other robust concept of vibration suppression is 

desirable. The usage of dynamic absorbers with active elements is one of the promising ways 

[2], [3]. The important reason for usage of active resonator absorbers is the strong change of 

eigenfrequencies and eigenmodes of serial robots operating in large workspaces. In order to 

perform active vibration suppression effectively, it is important to begin with absorber (Fig. 

1) optimized properly passively with respect to dynamic properties of the robot mechanical 

structure. The reasonable way is to tune absorber mechanically close to the average value of 

the robot lowest eigenfrequency. During the robot end-effector motion along the trajectory 

(Fig. 2 a)), however, not only the first eigenfrequency value (Fig. 2 b)) changes, but also the 

geometric shape of the corresponding first eigenmode. From this fact came the idea to tune 

the resonator passively and subsequently also actively along trajectory as uni-frequency. 

Concerning planar absorber (Fig. 1 a)) the goal is to tune all three absorber’s working 

eigenfrequencies to one value. The analogous goal for the spatial absorber (Fig. 1 b)) would 

be to tune all its six eigenfrequencies to one value. However, this goal is unattainable for 

passive mechanical tuning of structure from Fig. 1 b), maximum 5 of its eigenfrequencies can 

be the same. The control law algorithm for vibration absorption of moving flexible robot has 

been firstly developed for planar robot (Fig. 2 a)) equipped by planar 3DOF uni-frequency 

absorber (Fig. 1 a)). The aim is to prepare the control law as simple as possible.  

       
a) planar 3 DOF version                                                  b) spatial 6 DOF version      

Fig. 1. Experimental demonstrators of active absorbers with mutually perpendicular voice-coil actuators 
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The basic concept of the control law is to evaluate the active voice-coils forces in order to 

change absorber tuning according to the first eigenfrequency in given position of robot (Fig. 2 

b)). The active force in each voice-coil has two components, component modifying the 

efficient stiffness and component evaluated from the delayed acceleration. The example of 

effect of this control along some trajectory is shown in Fig. 3. The efficiency of this simple 

law with respect to other concepts (e.g. LQR with observer) is continuously evaluated. 

                                       

a) trajectory with points of impulse disturbance     b)   map of first eigenfrequency in workspace 

Fig. 2. Model of flexible planar robot with planar absorbers 

 

Fig. 3. Vibrational response of end-effector to force impulses on trajectory 
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Roller bearing elements made of polymer materials started to become more frequently used in 

the recent past, thanks to their specific advantages. Such as good noise reduction or their 

suitability for smaller-sized parts. Though the application of such bearings is limited by number 

of the load cycles and possible load levels. As a result of manufacture process, they contain 

small voids and additional internal stresses. Fatigue cracks are mostly initiating from these 

defects, while it is important to note, that the cracks in bearing elements are exposed to mixed-

mode loading conditions. However, studies of the mixed-mode conditions are a bit problematic, 

namely because these conditions are often times difficult to achieve and also cracks tend to 

deviate from the original trajectory. This fact brought an idea of trying to observe, if the mode 

I data are applicable for mixed-mode conditions, or if there is any relation between these 

scenarios. Therefore, the main focus of this study was to compare lifetimes – experimentally 

measured under mixed-mode conditions with numerically predicted ones, that has been based 

on the data, produced on mode I conditions. Also FEM model was implemented in this study. 

 

Fig. 1. Meshed specimen geometry 

Cracked round bar (CRB) specimens were used for experimental purposes, as this type of 

specimen provides clear combination of loading modes I + III, when loaded by tension + 

torsion. However, knowledge of the crack growth rates is necessary for further lifetime 

predictions. Usually it is very difficult to obtain usable crack growth rates under mixed-mode 
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loading conditions. Therefore, this is how mode I data were implemented in this study. Because 

the crack growth rates were measured on the tension-only loaded CRB specimens – mode I 

loading conditions. Crack growth rates were also measured on compact tension (CT) 

specimens, since these are easier to experiment with and linear part of the v-K curves is much 

more significant.  

FEM numerical simulations were carried out in ANSYS APDL software. Fatigue crack 

propagation was described by small scale yielding conditions, therefore LEFM approach was 

applied. Linear elastic material model was used with elastic constants of the polyoxymethelene, 

more specifically Young’s moduli was 4600 MPa and Poisson’s ratio was 0,45. Meshed 

specimen with detailed cross section of the crack front area is displayed in Fig. 1. Boundary 

conditions were set according to experiment – bottom surface was fixed, while upper surface 

was loaded by tension and torsion. Main focus of the numerical simulations was the calculation 

of the stress intensity factors KI and KIII. Thanks to knowledge of the stress intensity factors, 

the K-calibration was carried out for different crack lengths in range of the experimental data. 

Based on this data, effective stress intensity factor range was evaluated. Finally, comparison of 

the experimentally measured lifetimes of the mixed-mode CRB specimens with numerically 

predicted ones, that were based on crack growth rates, measured on tension loaded CRB 

specimens and CT specimens was carried out, see Fig.2. 

 

Fig. 2. Dependence of the lifetimes on the initial effective stress intensity factor 

In order to do that, additional parameter had to be implemented, against which the lifetimes 

could be plotted. For these purposes the initial effective stress intensity factor was used, as it is 

best reflecting the initial loading conditions, which have the highest impact on lifetimes 

themselves.  
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This contribution is focused on the most dangerous factors for child passenger collisions in 

the interior of a rail vehicle. The actual legislation deals only with an injury of an average 

adult male, but the evaluation for the wider population (5 and 95 percentile) will be other 

logical steps in the near future. It is possible to overtake the current trends and to carry out an 

rail interior safety assessment for children due to the excellent scalability of the 

VIRTHUMAN model. The virtual assessment of passive safety continues to increase its role 

in transport. Hence finite element method and multibody simulations are used for the safety 

risk assessment. The injury criteria are used for probability of injury evaluation. The vehicles, 

which are used in this research, were developed recently and they are currently in operation. 

The simulation of the rail vehicle collision scenario is provided according to the 

acceleration pulse by the GMRT 2100 standard. Only 50-percentile adult male is considered 

in current standards, [2]. The developers of rail vehicles are usually inspired by the European 

Standard EN 1176-6:2017 "European Safety Standard for playground equipment and impact 

absorbing playground surfacing„, when a new vehicle with compartments intended for child 

passengers is designed. Although requirements in this standard are not connected with rail 

transportation, it is possible to overtake the current trends and to carry out a rail interior safety 

assessment for children. For these simulations, an interior model consisting of seats with seat 

tables was created. Interesting part of the modelled interior is the seat padding foam material, 

which was validated experimentally in previous work, [3]. Part of the description is a chosen 

geometry, material constants, and a finite element calculation network. In addition, the report 

describes the scaling of the VIRTHUMAN human body model to represent a child passenger. 

For the explicit simulations the commercial SW VPS was used, [1]. The scaled child model is 

seated in the seat. Two variants representing the actual seating of the child on the seat are 

considered. The standard simulations themselves are presented in two configurations, with a 

folded and unfolded table. The simulations results are significantly influenced by the 

passenger initial position. It is obvious that this position is difficult to predict. Therefore the 

two standard initial positions (observed by experiment) and more non-standard positions are 

considered. The results are evaluated in terms of kinematics and prediction of injury to the 

passenger. Based on these, a general recommendation is made to improve the safety of the 

selected interior type. Some recommendations for rail interior design safe for children are 

provided at the end of this paper. 

The final consideration is based on the results of the simulations. The rail transportation is 

very different in the contrast with automotive industry. The requirement for special child 

restraint system in rail vehicle is unreal. Although the safety performance of standard interior 

(not designed for child passenger) is not as bad, there exist significantly worst scenarios. The 

most significant safety risk for child passenger is connected wit the table in the open position 
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(see Fig. 1 right). This part represents significant safety risk for child passenger which is 

amplified significantly if the child passenger is sitting on the knee of adult passenger. The 

table can be partially closed after collision, what is also prohibited by standard GM/RT2100. 

It can be shown that this collision scenario can be still dangerous even during emergency 

barking (statistically more often). The considered table design is reason of significant head 

injury even in the closed position. This result is caused by one design of table and cannot 

predict result for very different design, but the change is highly recommended. For example 

very simple step will be to omit the tables in the departments intended for child passengers. 

Another simulations has as the aim to show safety risk of standing passenger. It this type 

of simulations exist real risk of non-precious results (in longer time). Therefore the simulation 

time was significantly reduced. After the fall over the next seat the model is able to show very 

different results for very small changes in initial conditions (see Fig. 1 left). This problem 

must be studied in the next research to exclude the influence of possible chaotic behavior. 
 

 
 

Fig. 1. The example of two results of collision simulations with 6 years old child 
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The health and integrity of lighting poles must be ensured as they are often installed at public 

places and as they must withstand severe conditions. Corrosive deterioration of lighting poles 

is dangerous and difficult to forecast due to their varying operating conditions of the poles. 

The Roch’s study on structural stability of pole systems “Infrastrukturprojekt 

Straßenbeleuchtung 2000” (Infrastructure Project: Street Lighting 2000), which is 

representative on a Germany-wide scale, found that 3.3% of all poles pose a hazard [2]. To 

prevent pole collapse, the poles are regularly replaced, e.g. every 15 years. Such solution is 

expensive, workforce demanding and unreliable. Some poles are damaged sooner due to more 

sever conditions, but some poles may withstand much longer. 

The corrosive damage of the pole occurs usually at the pole base, often under the surface. 

The corrosion on the top of the pole is less frequent. In any case, the damage is not apparent 

and localizable (Fig. 1). 
 

  

Fig. 1. Damaged lighting poles 

Due to the amazing number of lighting poles already installed, it is not feasible to 

regularly monitor and measure the pole conditions manually, esp. using complicated devices 

and tools. The automatic monitoring of pole health may enable engineers to concentrate 

maintenance effort only to damaged poles. Even though some specialized devices were 

proposed [1,2], their implementation into daily routine is quite limited and costly. 

The paper deals with possibilities and feasibility of vibration based lighting pole 

monitoring. The modal properties of the structure are global values that aggregate all the local 

structure properties. The relation between pole deterioration and modal properties change is 

analysed. 

The modal properties (eigen frequencies, modal damping and shapes) are studied as a tool 

for structural damage or structural change identification [3, 4, 5]. The published results and 

recommendations are quite broadly scattered. Either only a very small change of eigen 
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frequency or damping is reported to be caused by quite significant structural damage of  

structure [3], or a quite large change of eigen frequency is used as the damage measure [4,5]. 

The lighting pole is of a specific construction. On one hand, it is quite simple welded 

beam with few moving parts or screw connections that often introduce nonlinearities. On the 

other hand, the poles are usually fixed into the ground using the sand bed. The sand is a 

material with excellent damping properties; however, the properties are related to the 

humidity of the sand. So the modal damping is not stationary and also the damping 

measurement has low accuracy; thus, damping cannot be used as a measure of the pole health. 

The pole eigen frequencies and shapes were initially analysed based on FEM modelling. The 

FEM model of healthy pole fixed into the frame and the pole destroyed (one third hole of the 

diameter) were compared. Eigen frequency change was very small for lower frequency range 

up to 40Hz (f cca 0.02-0.4 Hz). The change of eigen frequencies in higher frequency range 

(up to 250Hz) was more promising, although some differences were very small, some almost 

3 Hz. But the pole deterioration cannot be judged based on observation of only one eigen 

frequency. 
 

         

Fig. 2. Measurement setup for experimental modal analysis of lighting poles 

The promising modelling results had to be verified experimentally. The two sets of 

existing, installed poles with same design, dimensions and arrangement, but quite different 

health, were selected. The complete experimental modal analyses were carried out for each 

pole in the investigated set. The first set was laboratory installation, fixed into the concrete 

bed, the second pole set consisted of regularly installed poles (same dimensions), i.e. in the 

sand bed. The excitation force was introduced by electromechanical shaker connected through 

load cell mounted on the pole in the height 3m. The pole response was measured by scanning 

laser vibrometer at several points on the pole (Fig. 2). The setup was same for all poles in the 

set. 

The results in the form of frequency response functions (FRF) that were measured at the 

point 10 (see Fig. 2) are demonstrated in Fig. 4.  

The concrete bed set has very low damping and eigen frequencies can be clearly visible. 

The frequency shift is almost negligible in the lower frequency range, but the frequency shift 

can be easily distinguished in higher frequency range. The regular set (sand bed poles) was 

heavily damped in all cases and some of pole eigen frequencies were not detectable due to 

high damping or position of measurement. But still, the higher frequency range of eigen 

frequencies exhibited a detectable frequency shift.  

Pole health can be determined based on the pole vibration measurement. The complete 

experimental modal analyses requiring many measured transfer functions is not necessary. 
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Fig. 3. Frequency transfer function of the lighting pole (a) in the concrete bed (b) in the sand bed 

Many eigen frequencies, especially in higher frequency range must be taken into 

evaluation of the pole damage, which makes the evaluation more robust against the influence 

of soil, sand damping, pole damage location and the location of selected excitation and 

response measurement point. A single frequency, especially the first eigen frequency, does 

not provide us with solid information about structural damage of the pole. 

The development of automatic pole inspection methods based on vibration measurement is 

thus feasible. 
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1.  Introduction 

The work deals with the analysis of mechanical behavior of swelling materials and numerical 

problems that arise in solving them. Any material capable of absorbing or dissolving a fluid can 

swell. Most often, osmosis enters liquid into the mass, increasing the body volume. Elastic 

forces try to maintain volume, and create pressure in the liquid. The pressure from the elastic 

forces must be in equilibrium with the osmotic pressure. On larger scales, the osmotic pressure 

can be replaced by the surface tension of the liquid that holds the liquid in the pores of the 

material. The liquid pressure causes a volume increase. If the pore structure is sufficiently fine 

(compared to the overall model size), the swelling material can be modeled as a continuum. In 

the case of osmotic pressure swelling, the conditions for the continuum are always met. 

Our team develops materials for biological use. A suitable medium is required for the 

cultivation of cells, fungi or other materials. The environment must be humid. In the 

environment there must be solid matter on which the cells grow and multiply. Polymer 

hydrogels are used as this medium. They are materials made up of long polymer chains. Swells 

on contact with solvent [2]. Both homogeneous and porous can be produced. The size, amount 

and topology of the pores can be well influenced during manufacture. One method of pore 

formation is to mix crystals into the gel, which are then allowed to dissolve. Representative of 

such gels is silica gel, which is used as a moisture absorber. 

2.  Mechanical properties 

Modeling of material swelling using the finite element method goes in several ways. Volume 

change can be forced by boundary conditions, by analogy to thermal expansion, or by inclusion 

in the material description. The last option is closest to reality. Material experts describe 

swelling by changing Gibbs' free energy. Neglecting the difference between Gibbs and 

Helmholtz free energy (hereinafter referred to as potential), this energy can be used directly as 

a material description. Most large FEM packages allow you to use any hyperelastic description 

of material behavior. 

The potential for swelling materials has 2 parts. One part describes the specific work 

performed by osmotic pressure ∆𝑔𝑚𝑖𝑥, see [4]. The second part presents the normal hyperelastic 

material description Δ𝑔𝑒𝑙,𝑛 , see [3]. These energies are additive. 

∆𝑔 = ∆𝑔𝑚𝑖𝑥 + ∆𝑔𝑒𝑙,𝑛 , (1) 

∆𝑔𝑚𝑖𝑥 = 𝑅𝑇
𝜙2

0

𝑉1𝑚𝑜𝑙

𝜙1

𝜙2

(ln 𝜙1 + 𝑔(𝜙2)𝜙2) − 𝑅𝑇
𝑓𝑒 − 2

𝑓𝑒
𝜐𝑒𝜙2

0 ln 𝜙2 , (2) 

𝑔(𝜙2) = 𝑔0 + 𝑔1𝜙2 + 𝑔2𝜙2
2, (3) 
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∆𝑔𝑒𝑙,𝑛 = Δ𝜓𝑒𝑙(𝝀) − 𝜐𝑒𝑅𝑇𝜙2
0 ln

𝑉

𝑉0
 , (4) 

Δ𝜓𝑒𝑙(𝝀) = −𝑅𝑇𝜐𝑒𝜙2
0

𝑛 − 1

2
(ln (1 −

𝜆1
2

𝑛 − 1
) + ln (1 −

𝜆2
2

𝑛 − 1
) + ln (1 −

𝜆3
2

𝑛 − 1
) − 3 ln (1 −

1

𝑛 − 1
)) , (5) 

𝜙1 + 𝜙2 = 1 , (6) 

𝜙2
0

𝜙2
=

𝑉

𝑉0
= 𝜆1𝜆2𝜆3 . (7) 

 

 
Fig. 1. Potential for isotropic stretch 

Parameters 𝜆𝑖 are the main encounters, parameters 𝜙1, 𝜙2 are volume fractions of gel and 

solvent. The other parameters are constants of different physical meaning. Only the constants 

𝑔0-𝑔2 have no direct physical meaning. In substitution, the potential of functions is only 

deformation and is therefore well applicable to finite element calculations. 

Swelling modeling can be a problem for the stability of the finite element calculation. FEM 

is a numerical method that requires an initial estimate to find a solution. This estimate is zero 

shifts. If the actual solution is far from the estimate used, the calculation may not converge. The 

solution is simple parameters that enforce the magnitude of feeds (typically boundary 

conditions) do not set straight to the final magnitude, but increase gradually. The calculation is 

incremental. After each increment, the calculation iterates, finds the solution, and uses it as a 

new estimate. The incremental scheme ensures small changes to the solution from the estimate 

and thus ensures convergence. If the material description itself induces the shifts, FEM does 

not have parameters that it can incrementally control. Therefore, the entire swelling process 

takes place in a single increment. If the displacements since swelling are large, the calculation 

may not converge. 

The second problem of the material description used is the uniqueness of the solution. 

Depending on the constants used, the potential may not be convex. The potential may show 

more extremes. The only way to choose one of many solutions is to initially estimate the 

displacements. This choice is very problematic. It can be done on simple tasks, but on 

complicated tasks it may not be realistic. 

Our solution procedure allows to solve both problems simultaneously. The whole principle 

is to apply the incremental scheme not only to boundary conditions and other external 

influences, but also to the material model itself. It is necessary to find a parameter in the material 

description that controls the amount of swelling. From non-swelling material to fully swelling. 

There is no such parameter. But it is possible to create it artificially. We can use non-swelling 

material description in addition to swelling. This sum may be supplemented by a weighting 
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coefficient. This coefficient folds as a switch between material descriptions. Switching the 

description can be both step and continuous. If the weight coefficient is incrementally 

controlled, the swelling will be controlled to ensure convergence. 

It still does not solve the case of non-convex potential. The choice of solution is not 

determined. We use three potentials instead of two. The first description is still non-swelling, 

the second can be swelling convex, where the minimum is equal to the minimum of the non-

convex potential to which the calculation will converge. The last third description is the material 

description of the equation (1). 

∆𝑔 = (1 − 𝛼)∆𝑔1 + 𝛼((1 − 𝛽)∆𝑔2 + 𝛽∆𝑔3) . (8) 

Equation (8) shows the composition of the total potential from three parts coefficient α serves 

as a switch between potential 1 and 2, coefficient β switches between potential 2 and 3. The 

calculation is divided into two steps in the first is β = 0 and α is incrementally controlled from 

0 to 1. In the second step, α = 1 and β is controlled from 0 to 1. In such a case, the calculation 

should reliably converge and it is possible to choose the solution to which the calculation 

converges. 

 
Fig. 2. Potential for models ∆𝑔1 – blue, ∆𝑔2 – red, ∆𝑔3 – yellow 

There are 3 possible solutions for the potential from the Fig. 1 is the local maximum 

potential. This is an unstable solution. The remaining 2 are stable. The choice of solution for 

use is arbitrary. One way is based on Maxwell's construction. It is based on the calculation of 

the chemical potential. The sign of the chemical potential integral between stable roots 

determines a more stable root [1]. A simpler procedure is to select the root with the lowest 

potential. This is the most stable solution. 

  
Fig. 3. Initial, swollen and tense shape of cubes 
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The calculation can be demonstrated on a cube model. If we select the constants in the 

potential, we get the waveform according to Fig. 1. There are 2 sizes of swelling. For the first 

root, the material swells only a little less than the original. The second root swells to about 50% 

larger than the original. Fig. 2 shows the waveforms of potentials when we want to find a 

solution to the second root. The first step starts with the first potential (blue curve) and gradually 

switches to the second potential (red curve). In the second step, the second potential is switched 

to the third potential in the same way. The figure shows that the first potential does not swell 

and the second potential has a minimum equal to the second minimum of the final potential. If 

we were to find a solution at the first root, we would use a different second potential. Let the 

cube swell to both roots and then try to stretch it in one direction (1D stress). 

 
Fig. 4. Tensile curves 

3.  Conclusion 

The test procedure showed how to find multiple solutions for one task, if exists. An example is 

a cube model with a material description allowing 2 swellings. One will swell to a smaller 

volume and the other to a larger volume. In both cases the geometry, boundary conditions and 

material description were identical. The results are shown in Fig. 3. The original configuration, 

the swollen state, and the stretched state are shown. Fig. 4 shows the tensile curves. In case of 

greater swelling, the model is stiffer. Without the described procedure, the calculation would 

probably not find any solution. If he converged, then he would find only one and the other could 

not be found. 
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Numerical simulation of the one-and-half axial turbine stage 

properties 

P. Straka a 
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Aerodynamic and energy properties of the axial turbine stages may be different in case of the 

single-stage configuration and in case of the multi-stage configuration. Effect of foregoing 

stage has an impact particularly on the secondary flows in peripheral parts of the blade span. 

Effect of the following stage lies particularly in redistribution of the pressure along the blade 

span, it consequently leads to changes in distribution of the degree of reaction along the blade 

span. These effects don't exist in the single-stage configuration. 
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Fig. 1. Schemes of the computational domains: a) one-and-half stage configuration, b) separated single stage 

configuration, c) separated following stator without the hub seal, d) separated following stator with the hub seal 

hub seal 
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One way how to induce a state similar to the multi-stage configuration in an experimental 

investigation is to use so-called one-and-half stage configuration [1, 5]. The axial turbine stage 

is composed of the stator blades wheel and the rotor blades wheel. In the one-and-half stage 

configuration the single-stage is complemented by additional following stator blades wheel.  

In research of the one-and-half stage configuration it can be investigated the effect of the 

following stator blades wheel on properties of the foregoing axial stage as well as an impact 

of the foregoing stage on flow through the following stator blades wheel. 

This contribution deals with numerical simulation of flow through the one-and-half stage 

configuration of the experimental axial turbine as is installed in the test stand [2 - 4]. A special 

attention is paid to the influence of a secondary leakage flows from the hub- and shroud-seals. 

The effect of mutual interaction between foregoing axial stage and following stator wheel 

is determined by comparison of computational results of full one-and-half stage with results 

of separated axial stage and  separated subsequent stator wheel (see fig. 1). 

Simulation was done using in-house numerical software [6] based on solution of the 

RANS equation closed with the k –  turbulence model. The computational domain was 

covered with the multi-block structured mesh of hexahedral cells. The computational mesh is 

refined close to the walls to ensure that the viscous sub-layer is covered at least by five cells. 

At the inlet boundaries (to the axial stage as well as to the hub-seal) there were prescribed the 

total temperature TT0, the total pressure pT, the inlet turbulence intensity Tu0, ratio of the 

turbulent and the molecular viscosity t /  and axial flow direction. At the outlet boundary 

there was prescribed the static pressure pS2 at the hub diameter together with the radial 

equilibrium assumption. At all walls the no-slip condition (zero relative velocity) together 

with the zero heat flux in normal direction were prescribed. For connection of the stationary 

stator domain and the moving rotor domain the sliding-mesh interface based on interpolation 

(with respect to current relative displacement and the rotational speed) was used. 

In fig. 2a there is shown the span wise distribution of the degree of reaction R which is 

defined as R = his, rotor / his, stage where his, rotor/stage is the isentropic enthalpy change in 

rotor/stage respectively. We can see that the following stator in the one-and-half stage 
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configuration influences decreasing the degree of reaction of more than five percent. The 

relative change of the degree of reaction shown in fig. 2b is defined as R = 1 – (Rone-and-half / 

Rsingle stage). A value of the degree of reaction of about 0.26 at the middle diameter indicates 

that this is a low reaction axial turbine stage.  

Fig. 3a shows the total-total efficiency defined as TT = (TTin - TT) / (TTin - TTis), where TTin 

is the total inlet temperature, TT is local total temperature, TTis is local isentropic total 

temperature. The effect of the following stator has only minor impact on the stage efficiency 

particularly in the hub region. 

The effect of the foregoing axial stage on the flow through the following stator is 

characterized via comparison of the kinetic energy losses distribution in fig. 3b. The kinetic 

energy loss coefficient  is defined as  = 1 – (v / vis)
2 where v is local velocity magnitude and 

vis is local isentropic velocity. The effect of the leakage flow from the hub seal leads to 

dramatically increasing the kinetic energy losses in the hub region. On the other hand, the 

effect of the leakage flow from the shroud seal does not lies in increasing of the kinetic 

energy losses in the tip region, but the local maximum is shifted to lower diameter from 

around 85 percent to 75 percent of the blade span (see fig. 3b). 

In fig. 4 we can compare distribution of the normalized entropy index in the meridian 

plane for all four considered cases. The normalized entropy index is defined as s = pnorm / 

norm where pnorm is normalized pressure and norm is the normalized density. The entropy 

index highlights the dissipative regions which relate, as we can see, with the leakage flows 

from the hub seals and the shroud seal. 

Finally, let's summarize that the effect of the following stator lies in influence on the 

degree of reaction of the foregoing axial stage, whereas the foregoing axial stage has impact 

on the secondary flows in peripheral parts of the following stator. 
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1. Introduction
In this paper the problem mathematical modelling of voice creation is addressed. The voice
production mechanism is a complex process consisting of fluid-structure-acoustic interaction
problem, where the coupling between fluid flow, viscoelastic tissue deformation and acoustics
is crucial, see [6]. The so-called phonation onset (flutter instability) for certain airflow rate and a
certain prephonatory position leads to the vocal folds to oscillation. The important aspect of the
phenomena is the glottis closure (glottis is the narrowest part between the vibrating vocal folds).
The problem is mathematically characterized as a problem of fluid-structure interaction with the
(periodical) contact problem of the vocal folds involved. In order to include the interactions of
the fluid flow with solid body deformation as well as the contact problem, a simplified model
problem is considered. This model is similar to the simplified twomass model of the vocal folds
of [4], see also the aeroelastic model in [3]. Here, the mathematical model is introduced and the
numerical approximation of the problem is described using the residual based stabilization The
simplified lumped vocal fold model with the Hertz impact forces is considered. The model is
based on a suitable modification of the inlet boundary condition and the arbitrary Lagrangian-
Eulerian method with a remeshing algorithm. Two strategies are suggested for treatment of the
gap closure. Numerical tests are presented.

2. Flow model
First, the air flow is modelled by the system of the Navier-Stokes equations (cf. [2]) written in
the ALE form (cf. [5])

ρ
DAu

Dt
+ ρ((u−wD) · ∇)u = div τ f , ∇ · u = 0, (1)

where u = (v1, v2) is the fluid velocity vector, ρ is the constant fluid density,wD is the domain
velocity, DAu

Dt
denotes the ALE derivative and τ f = (τ fij) is the fluid stress tensor given by

τ f = −pI+µ(∇u+∇Tu). Here p is the pressure and µ > 0 is the constant fluid viscosity. For
the system (1) the initial and boundary conditions are prescribed. The boundary conditions are
prescribed on the boundary ∂Ωf

t of the computational domain formed by mutually disjoint parts
∂Ωf

t = ΓI ∪ΓS ∪ΓO ∪ΓWt, where ΓI denotes the inlet, ΓO the outlet, ΓS the axis of symmetry
and ΓWt denotes either fixed or deformable wall. Except the standard boundary conditions used
at the fixed or moving walss, the following combination of boundary conditions was used at the
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inlet and outlet

a) −n · τ f +
1

2
ρ(u · n)−u = pIn+

1

ε
(u− uI) on ΓI , (2)

b) −n · τ f +
1

2
ρ(u · n)−u = 0 on ΓO,

wheren denotes the unit outward normal vector to ∂Ωf
t , uI is the inlet velocity, pI is a reference

pressure value at the inlet, ε > 0 is a penalization parameter, pref = 0 is a reference pressure
value at the outlet and α− denotes the negative part of a real number α.
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Fig. 1. The 2D computational domain Ωt and the boundary parts (on the left). Aeroelastic two degrees of
freedom model (with massesm1,m2,m3) in displaced position (displacements w1 andw2) and resulting
aerodynamic forces F1 and F2 (on the right).

3. Structure model
The motion of the vocal fold model is governed by the displacements w1(t) and w2(t) of the
two masses m1 and m2, respectively (see Fig. 1). The displacement vector w = (w1, w2)

T is
obtained by the solution of the following equations (see [3] for details)

Mẅ + Bẇ + Kw = −F , (3)

where M is the mass matrix, K is the diagonal stiffness matrix with spring constants c1, c2 on its
diagonal and B is the matrix of the proportional structural damping. The mass matrix is given
by

M =

(
m1 + m3

4
m3

4
m3

4
m2 + m3

4

)
, (4)

where m1,m2,m3 are the masses shown in Fig. 1. The components of F = (F1, F2)
T are

the aerodynamical forces (downward positive). The proportional damping matrix is chosen as
B = ε1M + ε2K.

4. Finite element and stabilized finite element methods
In order to describe the details of the application of the finite element method for solution of
(stationary) boundary value flow problem, the space X ⊂ H1(Ωf

t ) for velocity including the
Dirichlet boundary conditions is used and the pressure space Q is chosen as Q = L2(Ω

f
t ).

The finite element approximation is then sought in the finite element spaces Vh = Xh × Qh
constructed over an admissble triangulation τh of the computational domain Ωf

t : Find an ap-
proximate solution Uh = (u, p) ∈ Vh such that at time t holds

(
DAu

Dt
+w · ∇u,v

)
+ (ν∇u− pI,∇v) + (q,∇ · u) + L(U, V ) = 0
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for all test functions v and q. (w = (u −wD)). Here, the SUPG/PSPG stabilization terms together
with the div-div stabilization terms are given as

L(U, V ) =
∑

K∈τh
δK

[(
DA

Dt
u− ν4u+ (w · ∇)u+∇p, (w · ∇)v +∇q

)

K

+ τK

(
∇ · u,∇ · v

)
K

]
.

5. Numerical analysis of Oseen problem

First, the Oseen problem is considered

−ν4u+ b · ∇u+∇p+ σu = f , ∇ · u = 0

in the computational domain Ω = (0, 1)2. The problem is equipped with the Dirichlet boundary condi-
tion u = b prescribed at ∂Ω. Here we set σ = 0 is used, b = (sin(πx),−πy cos(πx)) and the right hand
side f is chosen in such a way, that b is solution of the Oseen problem, i.e.,

f(x, y) = νπ2 sin(πx) + π cos(πx)(sin(πx) + cos(πy)),−νπ3y cos(πx) + π2y − π sin(πx) sin(πy)).

The computations were performed for different values of the viscosity coefficient nu. First conver-
gence of the Galerkin finite element approximations uGh to the exact solution u = b is investigated,
p(x, y) = sin(πx) cos(πy) for ν = 0.05 (here, relatively high viscosity was chosen in order to obtain
stable Galerkin approximations even on coarser meshes). For approximation of flow problem the Taylor
Hood finite elements were used. The errors in H1 norm are shown in Table 1. These results are com-
pared to the results of stabilized formulation of the same problem, which shows that the used residual
based stabilization does not polute the solution, see Table 2. The convergence orders in both cases agreee
well with the theoretical estimate. For the stabilized method such a convergence rates are well preserved
for the values ν = 10−3, . . . , 10−6 with a slow down observed only for coarse grid configuration. Let
us emphasize, that as the convection b equals the exact solution u, the Dirichlet problem for Navier-
Stokes equations can be formulated with the same analytical solution. Similar convergence analysis was
performed with analogous results.

6. Gap closure treatment, remeshing and remaping

In order to treat the gap closure, the large deformation of the mesh needs to be addressed. This can lead
to the high distortion of the mesh mainly in the region of the glottis. Here, the two possible solution are
discussed. The first one based on the restriction of the applied model at the part of the domain which
corresponds to the closed area. This is realized using the solution of an artificial problem at this part of
the mesh in combination with a modified definition of mesh deformation (ALE mapping).

The other possibility is the use of the remeshing algorithm together with conservative remapping
of the flow variables. First, the remeshing algorithm is avoided here with the consideration of several

Fig. 2. Remeshing of the mesh for the (almost) closed glottal part

203



Table 1. Convergence of Galerkin FE method to the solution of the Oseen problem
hmax H1(u) H1(v) H1(p) qH1u qH1v qH1p

0.333174 0.148971 0.278814 0.824015
0.166358 0.0294769 0.0389521 0.306831 2.33 2.83 1.42
0.0881204 0.00751673 0.00970303 0.155735 2.15 2.19 1.07
0.0449673 0.00178417 0.00225841 0.0781441 2.14 2.17 1.03
0.0230627 0.000444434 0.00055994 0.038375 2.08 2.09 1.07
0.0118955 0.000107972 0.000139096 0.0192135 2.14 2.1 1.04

Table 2. Convergence of Stabilized FE method to the solution of the Oseen problem
hmax H1(u) H1(v) H1(p) qH1u qH1v qH1p

0.333174 0.148971 0.278814 0.824015
0.158053 0.0385103 0.0479786 0.332202 1.81 2.36 1.22
0.0877183 0.00912475 0.0113478 0.162359 2.45 2.45 1.22
0.0451748 0.00239609 0.00279304 0.0821471 2.02 2.11 1.03
0.0235271 0.000593443 0.000695859 0.0402822 2.14 2.13 1.09
0.0119951 0.000148245 0.000174687 0.0201917 2.06 2.05 1.03

meshes suitable for different cases of glottis closure or opening. Here, four configurations are considered
characterized by their displacement in terms of w1 and w2. In dependence on the current displacement
w1(t) and w2(t) of the vocal fold either the current underlying mesh is deformed or a remeshing step is
used. For the remeshing step the conservative remapping of the flow quantities is applied. The algorithms
with the conservative remapping of momentum(velocity) components followed by the projection on the
divergence-free space was tested. Fig. 2 shows the mesh in the deformed positions for the case of the
closed gap.

In order to treat such a gap closing several modifications of two algorithms were tested. The first
algorithm is based on artificial fluid formulation, where part of the flow in the computational domain is
modelled with the aid of the artificial porous media flow, see [1]. The second algorithm considers the
relaxad contact formulation with a combination with the well tuned inlet boundary conditions.
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Structural health monitoring (SHM) techniques deal with the changes in the dynamic or static 

characteristics of the structures that affect its performance during the service [2]. Mainly, these 

techniques are based on vibrations, and their implementation includes complex integrated 

systems not addressed from the structural design. Despite the numerous applications of SHM, 

loading condition monitoring (application place, direction, and magnitude) is not a very 

implemented strategy in this engineering field.  This paper presents a methodology to monitor 

the application of external forces on structures using a learning machine process and finite 

element analysis (FEA). In Fig. 1a is described the proposed monitoring methodology, which 

is applied to a truss structure to validate this study. The truss contains nine structural elements, 

and each one presents a piezoelectric transducer to measure the forces in their links, as 

illustrated in Fig. 1b. The real truss was modeled by means of a FEA (implemented in Matlab 

with truss elements) considering their mechanical properties and loading conditions, as 

observed in Fig. 1c.  To simulate different loading conditions, a force 𝐹𝑠 is applied in node 3 

varying two parameters, angle 𝛽, and magnitude.  This is carried out to establish a database 

using the internal forces (in each bar) obtained by FEA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. (a) Methodology for SHM based on FEA and machine learning; (b) Experimental truss with piezoelectric 

sensors; (c) Real truss scheme for the finite element model  
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The applied force magnitude (𝐹𝑠 ) was constrained to the limit state of the truss; it means 

that its maximum load produces an elastic behaviour in the simulation. In the experimental 

implementation, and before monitoring tasks, compensation values of forces were computed  to 

normalize the electrical measurements with the finite element solutions; the results are 

evidenced in Fig. 2a. Naive Bayes classifier [1] was implemented for the machine learning 

process to monitor the force direction (known state) using the FEA solutions as a training 

database in the classifier.  Several  monitoring tests were performed with the experimental setup 

illustrated in Fig. 2b, but two only are reported in this study (𝛽 = 150° and 𝛽 = 90°). Fig. 2c 

shows the results obtained during the monitoring process (in real-time) when a force of 2.45 N 

was applied at the test directions.   The training data means the number of simulations calculated 

corresponding with the divisions of 𝛽 angle. For example; for  𝛽 = 150°, the algorithm 

determined the correct 𝛽 direction after 1600 training data, and for 𝛽 = 90° were necessary 

more than 3600 training data. This shows the importance of the database creation by FEA; 

however,  𝛽 direction was monitored correctly in all done experiments. In a real context, the 

structures are designed for a known loading condition; it implies that not undesirable states 

could be monitored to emit early alerts. This is  possible with the presented methodology since 

any loading state could be simulated and monitored during the service of the structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. (a) Electrical force normalization with FEA data; (b) Experimental application of the force in 𝛽 direction; 

(c) Angle prediction for two experimental cases 
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1.  Introduction  

Additive manufacturing is a layer-based manufacturing process which allows automatic 

fabrication of products of complex shape at optimized cost with reduced time. In the last decade, 

the application of additive manufacturing has grown significantly, mainly due to the availability 

of comparatively inexpensive 3D-printing devices [3]. As the relatively inexpensive process is 

definitely the advantage, on the other hand, it has been widely believed that components 

produced by this method have slightly worse mechanical properties in comparison with 

conventionally produced homogenous components, due to existence of weld lines [4]. 

However, recent studies proved, that the negative effect of weld lines can be reduced by 

choosing appropriate welding conditions during the printing process [2]. 

Fracture properties and crack growth kinetics of PLA (polylactic acid) were studied by 

Arbeiter [1] in a series of measurement on CT specimens with different line orientations. The 

results showed that regardless of the orientation of the lines, the cycles to fracture and to 

initiation as well as the crack initiation and propagation law appear to be almost identical. Based 

on these results, a Paris’ crack propagation law was used for the crack propagation description, 

and the material constants were determined: A = 10-3.78 and m = 2.87 [1]. In order to verify the 

validity of the obtained material constants, a study of crack growth in a real mechanical 

component – a wrench – made of PLA material has been in progress. The main aim of presented 

study is to create a 3D numerical model containing a crack that will allow calculation of the 

stress intensity factor along the crack front and estimate a residual fatigue lifetime of the 

modeled wrench with consideration of a growing crack from given initial size to the final one. 

Finally, the comparison between estimated fatigue lifetime value and experimentally obtained 

one was done. 

Fatigue tests were carried out on the plastic wrench mounted to a steel nut, which was fixed. 

The wrench was cyclically loaded by force in a range of 24 N to 40 N with a loading ratio R of 

0.1 at room temperature. A scheme of the experiment with basic dimensions of both 

components is shown in Fig. 1. Tests were aborted when maximum displacement of the 

machine was reached. Fatigue experiments were carried out at Polymer Competence Center 

Leoben, Austria. 
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Fig. 1. A scheme of the experiment with basic dimensions of both components 

2.  Numerical modeling 

The numerical modeling was chosen due to the complicated stress field near the crack front, 

that is influenced by contact stresses and by the stress concentration caused by sharp edge, 

where the crack initiated. During the crack propagation modeling, the assumption that the crack 

propagates as semielliptical was taken into account. A typical 3D numerical model contained 

between 5 × 106 and 9 × 106 isoparametric elements depending on the crack size. The finite 

element mesh was prepared very fine near the crack front to describe the singular stress field 

near the crack front properly (see detail in Fig. 2). Keeping both parts in contact during the 

simulation was secured by COMBIN element (highlighted by purple color) and by using contact 

elements between both models (highlighted by green color), see Fig. 2. 

 

Fig. 2. 3D Finite element model containing a crack. Very fine mesh around the crack tip is shown in the detail 

  

208



The loading force was distributed symmetrically on the width of the wrench, see detail in 

Fig. 2. The elastic properties of both materials taken in the optimization are shown in Table 1. 

Table 1. Basic elastic properties of both materials 

Material properties: Young’s modulus [GPa] Poisson’s ratio [-] 

Plastic wrench 3.4 0.37 

Metal bolt 210 0.33 

The crack propagation was modelled by crack increments, i.e. number of steps (numerical 

calculations with extended crack by chosen crack increment) were performed during numerical 

simulation of crack growth from initial to the final size. The size of initial defects from the 

printing pattern was between 50 and 100 μm according to the fracture surface. Therefore, the 

crack length for the first numerical step was chosen 50 μm and the initial crack was of semicircle 

shape. As the crack was growing the crack front shape was continuously changing to 

a semielliptical one. The semielliptical crack was modeled up to crack length when the crack 

front reached surface of the wrench. Therefore, approximately to 2 mm due to very fine mesh 

in the crack surrounding. For higher values of the crack lengths, the straight crack front shape 

was considered. 

3.  Conclusion 

This numerical model allows calculation of the stress intensity factor along the crack front, 

where the crack growth is simulated in steps and two models of cracks are considered. The first 

one covers the short crack lengths up to 2 mm, where the semielliptical crack front shape is 

assumed. The second model can be used for crack lengths values from 2 mm and the crack front 

shape is considered as straight – as the crack grew through all the thickness of the model. The 

obtained stress intensity factor values were used for numerical estimation of residual fatigue 

lifetime of the wrench. The comparison with experimental date was done and good agreement 

has been found. The work presented contributes to the better understanding of fatigue crack 

behavior in 3D-printed PLA materials. 
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The wake behind a cylinder with circular cross-section will be explored experimentally using 

Stereo PIV time-resolved method. Dynamics of the wake is to be analysed using the OPD 

method. Variation of the flow-field in spanwise direction are to be studied in detail. Presence 

of streamwise vorticity in the wake is to be shown in instantaneous snapshots, however absent 

completely in the time-mean flow-field. 

Both external and internal flows could be characterized by 2D boundary conditions in 

practical cases very often. Typical example could be the case of cross-flow around a prismatic 

body. In spite of inherent dynamical nature of the flow-field, this case could be considered as 

a plane flow, invariant along the body (excluding the ends). Such a case is also 

mathematically modelled as a 2D flow very often, taking into account only a single section, 

supposing the same flow picture for any other cross-section along the body. 

The case of circular cylinder in cross-flow belongs to so called canonical cases. We could 

find extensive information on this case in literature – theoretical, experimental and numerical 

studies. Most of available studies treat the prismatic cylinder as forced 2D case, no 3D 

structures are detected, of course. The 3D structure of the wake behind a body of 2D 

geometry has been already addressed e.g. in [2]. The paper [1] deals with the d’Alembert 

paradox (zero forces) for inviscid flow and shows that this paradox is due to forcing 2D 

stationary flow pattern. In the real 3D nonstationary flow the forces are generated even in the 

inviscid case and the the d’Alembert paradox is thus resolved. 

It is known that the wake behind circular cylinder exhibits several types of flow patterns: 

steady, unsteady periodical and chaotic, the control parameter is Reynolds number. 

Description of the wake topology including its dynamics could be find in any good book on 

fluid mechanics, more information on the details are in numerous papers, see e.g. [4]. 

In the presented paper flow-fields in the cylinder wake are to be shown. The cylinder is 

placed in the low turbulent regular flow, Reynolds number is about 5 thousands. The 

measurements are performed in the plane perpendicular to the flow and parallel to the 

cylinder axis in the distance 8 cylinder diameters. Time resolved PIV stereo technique is used 

evaluating all 3 velocity components within the plane of measurement with repetition 

frequency 1 kHz.  

The figures are to be presented in dimensionless form, references are cylinder diameter for 

lengths and incoming velocity for velocities. 

The mean velocity field is shown in Fig. 1. The variations of the mean velocity along the 

cylinder axis are due to perspective view of the cameras, which are placed symmetrically in x 

direction. The in-plane velocity field is shown by vectors with vector lines, the third out-of-

plane velocity component W is represented by colour. 
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Fig. 1. Mean velocity field 

To study the dynamical properties of the flow-field the Oscillation Pattern Decomposition 

method (OPD) was adopted resulting in series of OPD modes. Each OPD mode is 

characterized by its topology in complex form (consisting of real and imaginary parts), 

frequency and attenuation of the pseudo-periodic (oscillating) behaviour. The details on OPD 

method could be found in [3]. 

For presentation the dominant oscillating mode has been chosen corresponding to the 

vortex shedding process. 

   
Fig. 2. The vortex shedding OPD mode, real part left, imaginary part right 

The real part of the OPD mode is shown in left part of Fig. 2 and documents 2D structure 

of the fluctuation flow-field. On the other hand the imaginary part in the right Fig. 2 part 

contains a contra-rotating pair of streamwise vortices with spacing 2 cylinder diameters. 
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The flow-induced vibrations of human vocal folds (VFs) are interesting and complex phe-
nomenon with number of possible practical applications, see e.g. [2, 3]. Mathematically it
represents the fluid-structure interaction (FSI) problem which in this specific case poses many
difficulties for numerical realization. One of the major difficulty is need to consider the flow
domain time evolution especially during the closing phase, see [5], followed by the question
of a suitable inlet boundary condition, see [4] etc. We present here the two-dimensional FSI
model, see Fig. 1, where linear elastic problem is coupled to the incompressible Navier-Stokes
equations in the arbitrary Lagrangian-Eulerian (ALE) form. The special attention is paid to the
flow inlet boundary conditions (BCs), where the penalization boundary condition is introduced
as a promising alternative to the usually used Dirichlet boundary condition or to the prescribed
pressure drop between inlet and outlet.

Fig. 1. The scheme of FSI domain composed of fluid domain Ωf
t and the elastic body domain Ωs

Structure. The motion of structure with density ρs is given by partial differential equations

ρs
∂2ui
∂t2
− ∂τ sij
∂xj

= 0 in Ωs × (0, T ), (1)

where u(x, t) = (u1, u2) is sought displacement and τ sij are the components of the Cauchy stress
tensor [1]. The small displacements are assumed and the elastic body is modelled as isotropic.

Fluid flow. In order to incorporate the effects of the fluid computational domain, the ALE
method is used. The motion of the viscous incompressible fluid in a time dependent domain Ωf

t

is modelled by the Navier-Stokes equations written in the ALE form

DAv

Dt
+ ((v −wD) · ∇)v − νf∆v +∇p = 0, div v = 0 in Ωf

t , (2)
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where v(x, t) denotes the fluid velocity, p is the kinematic pressure and νf is the kinematic fluid
viscosity, further the term DA

Dt
denotes so called ALE derivative and the term wD is domain

deformation velocity, see e.g. [1].
The system of equations (2) is equipped with the zero initial condition and appropriate BC,

see [6]. Especially, on the inlet ΓfIn the three different inlet BC are considered

a) v(x, t) = vDir(x, t) for x ∈ ΓfIn,

b) (p(x, t)− pin)~nf − νf ∂v

∂~nf
(x, t) = −1

2
v(v · ~nf )− for x ∈ ΓfIn, (3)

c) p(x, t)~nf − νf ∂v

∂~nf
(x, t) = −1

2
v(v · ~nf )− +

1

ε
(v − vDir) for x ∈ ΓfIn,

where the vector nf = (nfj ) denotes the outward unit normal to the boundary ∂Ωf and α+ =
max{0, α}, α− = min{0, α}, see [6]. The condition (3 c) is weakly imposed Dirichlet boundary
condition, which fulfilment is enforced with the aid of penalization coefficient ε.

Numerical model. The FSI problem given by Eqs. (1) and (2) together with appropriate
initial and boundary conditions are discretized in space by the finite element method and in time
by the Newmark method. The partitioned approach with strong coupling is chosen. Especially,
the modified streamline-upwind/Petrov-Galerkin method is used for stabilization of flow solver.
For implementation details, see [6].

Numerical results. Numerical results of flow-induced vibration of vocal folds (VFs) with
the full channel configuration are presented. The VF geometry is based on articles [4] and [6].
The constant time step ∆t is chosen as 2.5 × 10−5 s, the densities are set to ρs = 1000 kg/m3

and ρf = 1.185 kg/m3, the kinematic fluid viscosity is νf = 1.47 × 10−5 m2/s. The elastic
parameters are chosen as follows: Young modulus Es = 8 kPa and Poisson ratio σ = 0.4.

Comparison of different inlet boundary conditions. The following four simulations with
different inlet boundary conditions are compared, namely:

a) Case VEL with prescribed Dirichlet BC (3 a) with vdir = (2.1, 0.0) m/s,
b) Case PEN-S with penalization BC (3 c), where velocity vdir is imposed by ε = 10−5,
c) Case PEN-W with penalization BC (3 c), where velocity vdir is imposed by ε = 5×10−4,
d) Case PRES with given pressure drop ∆p = pin − pref = 400 Pa in (3 b).

The inlet flow velocity and the pressure drop are displayed in Fig. 2. While the inlet velocity is
for Dirichlet BC constant and for the prescribed pressure drop highly oscillating, in cases PEN-
S and PEN-W we see the moderately oscillation behaviour of inlet velocity. The amplitude of
oscillation increases with the higher values of penalization parameter ε (1

ε
is decreasing).

The pressure drop in the case PRES is constant, see Fig. 2 (right), whereas in cases VEL,
PEN-S and PEN-W it oscillates with exponentially increasing amplitude. This can be expected
because the inlet velocity vDir exceeds critical velocity of flutter instability vflutter. Then the VF
oscillation amplitude gradually grows and the airflow pressure increases as the channel cross-
section becomes smaller. The increase of pressure drop is most rapid for case VEL, the cases
PEN-S and PEN-W are time delayed. The simulations in all four cases end by the fluid flow
solver failure caused by too distorted fluid computational mesh near the top of the VFs.

The gap denoting the distance between vocal folds is plotted in Fig. 3. The gradually
closing gap corresponds well with pressure drop behaviour in cases VEL, PEN-S and PEN-W.
In the case PRES the VF oscillation develops despite constant pressure drop nevertheless the
development of large VF oscillation took longer time. We found explanation in the fact, that
prescribed ∆p lays more closer to stability boundary contrary to given inlet velocity vDir, which
substantially exceeds the stability boundary.
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Fig. 2. The numerically simulated inlet airflow velocity and pressure difference between inlet and outlet
of the channel are shown on the left and on the right, respectively. The simulation cases VEL, PEN-S,
PEN-W and PRES are compared.

Fig. 3. Time development of the gap numerically simulated for cases VEL, PEN-S, PEN-W and PRES
(The graph envelope is undulated due to too low sampling rate for saving the data for drawings.)

Comparison of simulations with hemi-larynx and full larynx configuration. The simula-
tions with the full larynx geometry are compared with the hemi-larynx geometry as performed
in [6], where the flow symmetry along x-axis is assumed in order to considerably reduce com-
putational time. The numerical approximation of FSI problem for both configurations at one
time instant are shown in Fig. 4.

Fig. 4. The airflow velocity magnitude shown in similar time instant during closing phase of VF oscil-
lation cycle. The simulation case PEN-W (full larynx configuration) is shown left, the simulation with
hemi-larynx configuration is also computed with prescribed penalization BC (3 c) enforced with the aid
of ε = 5× 104.
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Finally, the critical velocity of flutter instability vflutter is determined by the successively
increasing the prescribed airflow inlet velocity until the unstable VF vibration regime occurs.
Further, we studied the dependence of the determined critical velocity on the penalization
parameter, see Fig. 5. The dependency of velocity vflutter on the parameter ε in the range
1 × 10−10 < ε < 5 × 104 is compared for both configurations, i.e., the geometry of full lar-
ynx and hemi-larynx. The both dependencies show the similar behaviour however exact values
slightly differs. Nevertheless the computationally cheaper simulation of the hemi-larynx con-
figuration can be used to estimate quite well the critical velocity of the full larynx configuration.

Fig. 5. The dependencies of critical velocity of flutter instability on the penalization parameter. The de-
pendency of simulations with the full larynx configuration is plotted by blue curve, while the dependency
of simulations with the hemi-larynx configuration is denoted as vcritical,hemi.
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1.  Introduction 

The paper presents the application of numerical methods in order to improve tire production. 

The study of the possibility of minimizing finishing by manual trimming of excess material 

was carried out. A computational methodology is proposed to simulate the prediction of the 

dilatation gap between vulcanization mold segments with the aim of minimizing the flow 

of rubber from the mold when heated to 165°C. 

The solution of the problem is important especially from the point of view of increasing 

the mentioned production efficiency. The analysis was carried out on finite element models of 

the Al segment, its carrier and the tightening ring. Based on the obtained results, 

a methodology was developed to predict the dilatation gap needed to zero the gap between the 

Al segment and its support at 165°C [2]. 

2.  Determination of radial displacement and dilatation gap 

The finite-element models of segment carriers and tightening rings were created for four types 

of containers - K1 to K4 (Fig. 1) [1, 3]. Individual members of the analyzed system were 

connected to a state that corresponds to the system in the pre-heating state. The calculation 

has been done using the FE method and using the ANSYS and MATLAB [4, 5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Computational model of Al segment, carrier and tightening ring (K1 container) 
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The difficulty of analyzes has been simplified by the possibility of prescribing symmetry 

conditions. The boundary conditions are prescribed on the surfaces and correspond to the state 

when the container is closed but not compressed to the operating state. 

Places on the surfaces that come into contact with the upper or lower plate of a given 

container type have been designed to evaluate radial displacements. The values at eight points 

were analyzed. This method was chosen primarily because the radial displacements of the 

monitored areas did not have a constant value. Analyzes were processed for realized 

prescribed dilatation gaps of half of one segment, i.e. for 0.1 and 0.5 mm. The resulting radial 

displacements for the individual containers at the prescribed tangential displacement of the Al 

segment are shown in Figs. 2 and 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Radial displacement of K1 container segment for prescribed displacements of 0.1 mm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3 Radial displacement of K1 container segment for prescribed displacements of 0.5 mm 
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To determine the expansion gap, it was also necessary to calculate the radial 

displacements of the upper and lower plates for the individual containers as they come into 

contact with the Al segment surface. The boundary conditions correspond to the storage in a 

closed container. The finite element models (Fig. 4) were generated for the purpose of 

calculations in the ANSYS program package and the radial displacements were subsequently 

analyzed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 Finite element mesh on upper (left) and lower (right) plate models of the K1 container 

 

The resulting average values of the radial displacement of the upper and lower plates of 

the monitored contact surface are shown in Table 1. 

Table 1 The radial displacements of the upper and lower pressure plate 

Container 

type 

Average value of the 

radial displacement 

(upper plate) [mm] 

Average value of the 

radial displacement 

(lower plate) [mm] 

Used average radial 

displacement of plates [mm] 

K1 0.39432 0.39925 0.3968 

K2 0.44828 0.44876 0.4485 

K3 0.49672 0.49690 0.4968 

K4 0.49661 0.49660 0.4966 

 

The main idea of the methodology for determining the dilatation gap between Al segments 

was based on a series of simulations to determine the value of the prescribed tangential 

displacement of the Al segment so that the resulting radial displacements of the Al segment 

contact surface and the upper (or lower) plate are equal when heated to 165°C. This modeled 

the state where gaps in contact between individual system members should be zero. 

Proposal of the methodology for determining the dilatation gap: 

 analysis of the resulting radial displacements of Al segments (due to a temperature 

gradient of 145°C), 

 analysis of radial displacements of the upper and lower plates (due to a temperature 

gradient of 145°C), 

 analysis of dependence of radial displacements of Al segments on prescribed dilatation 

gap defined in the range of 0.1 to 0.5 mm in half of the segment (corresponded to the 

total prescribed gap in the range of 1.6 mm to 8 mm), 
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 linear extrapolation of the observed functional dependence to a point with the same 

radial displacement value as in the case of a plate (resets the gap between the Al 

segment and the plate), 

 determination of the resulting dilatation gaps for individual types of containers. 
 

When calculating the resulting dilatation gap, the average values of the investigated 

variables on the monitored areas were considered. By extrapolating the functional dependence 

of the radial displacement of the Al segment to the size of the dilatation gap, the size of the 

dilatation gap per half of the segment was determined. By multiplying the obtained value by 

16, the resulting value of the dilatation gap required to zeroing the radial gap between the Al 

segments and the upper or lower plate when heated to 165°C was obtained (Table 2). 

Table 2 The resulting value of the dilatation gap 

Container 

type 

Average radial 

displacement of 

horizontal plates [mm] 

Extrapolated average value 

of radial displacement of Al 

segment [mm] 

Resulting extrapolated value 

of the dilatation gap between 

Al segments [mm] 

K1 0.3968 0.3968 16 x 0.0852 = 1.36 

K2 0.4485 0.4485 16 x 0.1151 = 1.84 

K3 0.4968 0.4968 16 x 0.1739 = 2.58 

K4 0.4966 0.4966 16 x 0.1225 = 1.96 

3.  Conclusion 

The presented contribution is of great application importance and its aim is to present the 

methodology and possibilities of using a series of suitably controlled calculations using the 

FEM for computer prediction of the dilatation gap between Al segments of the vulcanization 

mold with the aim of zeroing at 165°C. 

The obtained results have the character of an initial study. In order to obtain reliable 

results, it is necessary to describe the technological process more precisely, control 

measurements to refine the input data and modify the model, to define more precisely the 

thermal interaction between individual system members and to carry out subsequent 

verification under real conditions. 
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1. Introduction 

Main application field for high-speed gearboxes is the power sector, particularly gas and steam 

turbine drives, turbo compressors and auxiliary starting drives. A present-day requirement for 

such gearboxes is their mechanical efficiency to achieve at least to 99%. This topicality is 

emphasized by the fact that transmitted power reaches to tens of MW. The high efficiency 

mentioned above is achieved by optimizing gear design comprising also the reduction of 

friction loss in bearings. At the same time, low-speed shaft bearings prove the lesser loss than 

the high-speed ones. In this case, therefore, the axial bearing of a pinion shaft is replaced by 

axial rings for transmission of axial forces from the high-speed shaft to a low-speed one. Both 

the gear force and an outside force, e.g. from a turbine or a compressor, are involved. 

Nevertheless, it is necessary to consider friction loss even between axial rings. Actually, in 

addition to rolling, slipping of rings occurs due to the shift of their contact centre out of the 

pitch circles (see Fig. 1). 
 

Nomenclature 
 

𝑢 fluid velocity in the 𝜒 direction 

   𝑣 fluid velocity in the 𝜓 direction 

F the contact axial force of rings  𝑤 fluid velocity in the 𝜉 direction 

h 

ha 

film thickness, h =ha + hb  

distance between a pinion ring point 

and the reference plane 

 η 

μ0 

 

oil dynamic viscosity 

oil kinematic viscosity for 

atmospheric pressure 

hb distance between a wheel ring point and 

the reference plane 
 μ 

α 

oil kinematic viscosity  

parametr in the Barus equation 

p pressure  ρ oil density 

x,y,z coordinates in global coordinate system  π/2 - φ bevel of the pinion ring 

x direction in the plane of shaft axes  π/2 - 𝜙  bevel of the wheel ring 

z the pinion shaft axial direction in global 

coordinate system 
 𝜔 the angular frequency of the pinion 

shaft 

𝜉, 𝜒, 𝜓 the Cartesian coordinates relative to 

the contact reference plane 
 Ω the angular frequency of the wheel 

shaft 

𝜉 direction perpendicular to the contact 

reference plane 
  

Subscripts 

𝜒 direction of the intersection of shaft 

axes with the contact reference plane 
 a 

b 

surface of the pinion 

surface of the wheel 
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It seems, no convincing research paper dealing with behaviour of axial rings has been 

published yet. That is why design offices use the over-simplifying computations of the oil film 

load capacity between the rings. For example, their conicalness and other geometric and 

operational parameters are not included. Similarly, an assessment based on the Hertz dry 

contact theory is acceptable only for the case of gearbox run-up. The insufficient knowledge 

entails a stumbling block in next rings developments and in the increasing of gearbox 

transmitted power keeping high efficiency. 

     

 
Fig. 1. Pinion and the part of wheel with axial rings 

 

In this study, the hydrodynamically lubricated contact between axial rings considering their 

steady state operating mode is studied. Perfect geometry of rings and isothermal oil condition 

are next simplifying assumptions. The assumption that the contact of rings is hydrodynamically 

lubricated is suitable as the ratio between the minimal oil film thickness, hmin, and roughness, 

𝜎, fulfils the precondition ℎmin/𝜎 ≫ 3 (see e.g. [2]) for the operating mode. The general 

Reynolds equation for 2D situation is then convenient to use for the determination of the oil 

pressure field and of the oil flow rate. It is remarked in the third section. Before it, in the second 

section, our focus is payed to the geometry of film thickness, i.e. to the gap between rings. 

Results for an example with a geometry of rings and with an operating mode are presented in 

the fourth section. Important dependence between the nominal film thickness and the value of 

transmitted axial force is brought out here for the considered lubricated contact. An attention is 

also devoted to friction losses.     

2. Clearance between cones 

Fig. 2 shows the overall situation with parameters of axial rings depicted in the plane of both 

parallel shaft axes. The directions 𝜉 and 𝜒 of the global coordinate system considered lie in the 

plane. Further, the reference plane of the lubricated contact of rings, 𝛼, is defined so that it is 

orthogonal to the direction 𝜉 and it touches the pinion cone surface. Points of the reference 

plane, just as perpendicular projections of points of cone surfaces into the plane, are then 

uniquely determined by the coordinates 𝜒 and 𝜓. The clearance h = h(𝜒, 𝜓) is the function of 

these coordinates and is measured in the direction of 𝜉. Isolines of the film thickness h are 

depicted in Fig. 3 for the considered parameters. 

3. Theory 

Oil is considered as a Newtonian fluid. Its inertial effects can be neglected in our case. With the 

boundary conditions 𝑢a, 𝑣a, 𝑢b, 𝑣b, prescribed on surfaces of rings, the velocity components 

are  

𝑢(𝜉, 𝜒, 𝜓) =
1

2𝜂

∂𝑝

𝜕𝜒
{𝜉2 − 𝜉(ℎb − ℎa) − ℎaℎb} + 𝑢b

𝜉 + ℎa

ℎ
+ 𝑢a

ℎb − 𝜉

ℎ
 , −ℎa ≤ 𝜉 ≤ ℎb , 
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𝑣(𝜉, 𝜒, 𝜓) =
1

2𝜂

∂𝑝

𝜕𝜓
{𝜉2 − 𝜉(ℎb − ℎa) − ℎaℎb} + 𝑣b

𝜉 + ℎa

ℎ
+ 𝑣a

ℎb − 𝜉

ℎ
 , −ℎa ≤ 𝜉 ≤ ℎb , 

 
Fig. 2. The plane of shaft axes with depicted Cartesian coordinate systems and with parameters of axial rings 

 

 
Fig. 3. Film thickness, h, in μm for the nominal thickness 40 μm and parameters d = 125 mm, D = 180 mm, 

C = 450 mm, φ = Ф = 89o 
 

where quantities ℎ, ℎa, ℎb and 𝑝 with the boundary velocities are functions dependent on 

coordinates 𝜒, 𝜓. Integrating the continuity equation over the thickness ℎ  yields, after some 

algebra near to of [1], the general Reynolds equation 
 

𝜕 

𝜕𝜒
 (

𝜌ℎ3

12𝜂
 
𝜕𝑝

𝜕𝜒
) +

𝜕 

𝜕𝜓
 (

𝜌ℎ3

12𝜂
 
𝜕𝑝

𝜕𝜓
) =  

𝜕

𝜕𝜒
(

𝜌ℎ(𝑢a + 𝑢b)

2
) +

𝜕

𝜕𝜓
(

𝜌ℎ(𝑣a + 𝑣b)

2
) + 

+ 𝜌(𝑤a − 𝑤b) + 𝜌𝑢b

𝜕ℎb

𝜕𝜒
− 𝜌𝑢a

𝜕ℎa

𝜕𝜒
+ 𝜌𝑣b

𝜕ℎb

𝜕𝜓
− 𝜌𝑣a

𝜕ℎa

𝜕𝜓
 

for unknown pressure, 𝑝. The viscosity, 𝜂, and the density, 𝜌, change with oil temperature and 

pressure, but, for the sake of brevity, only isothermal situation is considered here. Furthermore,   

the Barus empirical equation ln
𝜇

𝜇0
= 𝛼𝑝 (see [3]) is used to express the dependence of viscosity 

on pressure. Besides, the mathematical model described is necessary to complete by some 

condition for a cavitation region. Here, the simple approach taken by Kapitza that ignores the 

negative pressures, i.e.  𝑝 ≥ 0 , is considered [1].  

4. Results 

Before starting computational simulations, an in-house program based on the theory described 

above was created by the first author.  As an illustrative example, rings with the geometry 

parameters   hmin = 0.04 mm, d = 125 mm, D = 180 mm, C = 450 mm, φ = Ф = 89o (see Fig. 3) 
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are considered below. Their contact is lubricated by oil of ISO VG 46 at temperature 40oC, the 

value α = 0.0215xMPa-1 is given from [3]. Angular frequencies are ω = 10791 rpm, Ω = 1490 

rpm. Fig. 4 shows the oil pressure field calculated under boundary conditions with atmospheric 

pressure. In accordance with the inequality  𝑝 ≥ 0 , the field is zero in the right hand part of 

the contact as opposite points of cone surfaces are receding. The most important result is the 

dependence of the total contact axial force on the minimal thickness, hmin – F, (see Fig. 5). That 

the force increases steeply for hmin below the value 0.05 mm is apparent. It was also worked out 

that friction losses increases simultaneously with the contact force.  

 

 
 

Fig. 4. Oil pressure field, p, in MPa for geometry of rings from Fig. 3, for angular frequencies ω = 10791 rpm, 

Ω = 1490 rpm, and for the mineral oil ISO VG 46 

 

 
 

Fig. 5. Dependence of the contact axial force on the minimal thickness, hmin – F, for the parameters from Fig. 3 

and 4. Solid line: α = 0.0215xMPa-1; dashed line: α = 0 
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Presented field in this paper is vibration suppression of the plate with heavily distributed grid 

of the piezo actuators and sensors. Such mechatronic smart materials have potential in many 

different field of use. For example, morphing wing of the plane [3]. The classic wing of the 

aircraft uses flaps, which are mechanically positioned. The morphing wing, on the other hand, 

is a single element that has the ability to change its shape. This eliminates the need for gears, 

rods and other mechanical components. Its advantage is uniformity, which gives the wing 

better aerodynamic properties. There are several possibilities how to shape the wing into the 

desired shape. One possibility is to use smart material with active elements to clad the pliable 

internal structure of the wing. Another advantage of such material is the possibility of active 

vibration damping in the wing. One of the vibration cases studied is flutter. Flutter 

phenomena are seen when vibrations occurring in an aircraft match the natural frequency of 

the structure. If they aren’t properly damped, the oscillations can increase in amplitude, 

leading to structural damage or even failure. Work focuses on the research of creating such a 

smart material that is able to suppress vibration or even change its shape. Studied way is that 

the base material is equipped with a uniform network of piezo sensors and actuators [4] Fig. 

1, which are divided into individual units (clusters Fig. 3). It is then possible to design a single 

cluster control and apply it to a large structure, such as the wing of aircraft. 

 

Fig. 1. Experimental structure 

Simulation model (delivered by black box identification) of the plate equipped with 8 

actuators (control inputs ) and 20 sensors (measured outputs ) is used for design and 
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validation of control law. Which is designed using the H infinity structured optimization 

methodology [1, 2] to attenuate resonant modes of this flexible structure Fig. 2.  

 
Fig. 2. Design of the controller with weighting filters 

For purpose of simplify control, the clusters of sensors were used Fig. 3. For actuator 1 

(ACT 1) are relevant  4 sensors (sensor 1, 2, 7, 9) with labeling cluster 1 (cl1). For another 

example for actuator 4 (ACT 4) are relevant sensors (sensor 4, 5, 12, 13) with labeling cluster 

4 (cl4). 

 
Fig. 3. Clusters 

More specificaly we deal with distributed control law where the control action applied to each 

node depends on measured outputs at the neighboring nodes Fig. 3,  

 . (1) 

The scenarios with constant gains throughout the structure is studied. The control system is 

described as a generalized LTI system with tunable components and weighting filters (Fig. 2). 

The hinfstruct function tunes those components by minimizing the closed-loop H infinity gain 

from the system inputs ( ) to outputs ( ). Weighting filters 

( ) are included for resonant frequencies penalization. The results, in the form of 

a transfer function, with the structure described above are satisfactory and can be seen that it 

dampen penalized natural frequencies well, Fig. 4. 
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Fig. 4. Result of Hinf regulator 

 

Fig. 5. Result of demonstrator 

The Fig. 5 shows the results on a real demonstrator. As we can see the attenuation 

proceeds much faster, but the first oscillations are not damped at all. This is due to the 

disproportionately high excitation force that was applied to the demonstrator and the 

piezoelements were getting saturated. The use of proportional excitation force is the object of 

further study. Also simulate the form of a flatter that appears on the wings of aircraft as 

excitation force. 
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1. Introduction
The transmission of energy from active fluid elements in the hydraulic systems leads to pres-
sure and flow pulsations. If the excitation frequency coincides with natural fluid frequency
of the system, resonance occurs similar to the mechanical systems, which can reduce the sys-
tem life, affect the control and monitoring elements, increase the noise and possibility system
crashes.This study explores the possibilities of using a dynamic damper to suppress pulsations
and stabilize the system.

2. Computation of pulsation in tube
Continuity and equilibrium equations for flexible tube were used to calculate pressure and flow
pulsations [2]

∂w

∂t
+ Bw + K

∂w

∂x
= 0 , (1)

B =

[
b
ρ

0

0 0

]
, K =

[
0 S

ρ
K
S

0

]
, w =

[
q
σ

]
.

Eq. (1) is solved by transfer matrices method in state space using Laplace transformation, where
ρ – the fluid density, b – the fluid internal attenuation, K – the bulk modulus elasticity, S – the
flow cross-section area, q – the unsteady flow and σ – the unsteady pressure.

The finite difference method is used to find eigenvalues [1, 3]. Label ∆(s) the function
of a complex variable and whose zero values are the searched eigenvalues. Let the field O of
complex numbers s = a + iω be given in the Gaussian plane. If every s is assigned to exactly
one complex number ∆(s), we can say that in O the function of two variables α, ω is defined
as

∆(s) = u(α, ω) + i v(α, ω), u, v ∈ R. (2)

This function is based on relation ∆(s) = det(A+λE), where A is the system’s transfer matrix
and E is the identity matrix.

The theory of the function of complex variable states that the real and imaginary part
u(α, ω), v(α, ω) of each holomorphic function is a harmonic function and therefore satisfies
the Laplace equation (3) for boundary conditions (4)

∂2u

∂α2
+
∂2u

∂ω2
= 0 ∧ ∂2v

∂α2
+
∂2v

∂ω2
= 0 ∀α, ω ∈ O, (3)
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u(α, ω) = uΓ

v(α, ω) = vΓ

∀α, ω ∈ Γ. (4)

The result is determined by the set of points obtained by solving the Laplace equation, for which
u = 0, v = 0. In the geometric representation, the solution is a surface (see Fig. 1) that creates
the isocurves at the point where it intersects the plane u = 0 or v = 0. The roots sk are located
at the intersections of these isocurves (see Fig. 2).
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3. 1–D hydrodynamic system with dynamic damper
The influence of the damper on pressure and flow pulsations is assessed on a one-dimensional
system consisting of a pulsator, two local resistors and the dynamic damper (see Fig. 3) with
parameters listed in Table 1. Dynamic instability is created by a negative value of dynamic
resistance b1. The location of the damper affects its function in the system (see Fig. 4).

Table 1. Input parameters

branch length L 50 [m]
tube diameter φd 80 [mm]

speed of sound in fluid a 1000 [m s−1]
fluid density ρ 1000 [kg m−3]

fluid internal attenuation b 12.8 [kg s−1 m−3]
flow amplitude Q0 0.01 [m3 s−1]

excitation frequency ω 63 [m3 s−1]

b1 b2

L

x

Fig. 3. Scheme of hydrodynamic system
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Fig. 4. Modes of 2nd eigenfrequency if damper is placed in: (a) flow node, (b) pressure node

System’s boundary conditions are q(0, t) = Q0 · cos(ωt) and q(L, t) = 0. Local resistance
values are b1(x = 1 m) = −9.8 × 108 and b2(x = 40 m) = 9.0 × 106. The 1-DOF dynamic
damper is described by mass m and stiffness k. Its natural frequency and location have impact
on system stability (see Figs. 5 and 6).
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In order to dampen the system, it is advisable to place the damper at the point of the flow
node. If the dynamic stability problem is examined, it is advisable to place the damper in the
pressure node position. However, the damper does not perform the damping function at this
point (see Fig. 7). The influence of the dynamic damper on the stability of the system can be
best seen from the plot of the time response to the excitation of the resonant frequency (see
Fig. 8). All results have been published in [4].
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Fig. 7. Eigenmodes the damper is located: (a) close to the flow node (x = 5 m), (b) in the pressure node
(x = 25 m)

4. Conclusion
In this study, the possibility of use of the dynamic damper to stabilize the dynamic system was
investigated. The aim was to use a mathematical model describing dynamic behaviour in a
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Fig. 8. Response to excitation in resonance (a) without damper and (c) with damper; and dynamic
amplification of system (b) without damper and (d) with damper

flexible tube to solve a system with the dynamic damper. Using this model it was possible to
assess the impact of the damper on the system.

It has been found that the damper can be used to stabilize the dynamic system. It depends
on the damper tuning and its location in the tube. The damper should be placed in the node
location of pressure eigenmode of given resonant frequency. In this case, the damper does not
perform the damping function of the system.
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In automotive industry, safety belts are with no doubts established and inherent part of passive
safety elements [1]. They keep the occupant at his or her seated position during the impact sce-
nario. However, application of such safety elements in railway vehicles is questionable. There
is an important aspect of the passenger comfort in railway vehicles which might be affected.
Also, application of safety belts represents additional cost for manufacturer. Hence, the cru-
cial question is related to the potential benefit of safety belts. Would their application increase
passenger safety in a collision scenario of a railway vehicle? The study presented here aims to
answer that question using numerical simulations.

As a representative of a passenger, the Virthuman model is used in the Virtual Performance
Solution (VPS) software. It is based on multi-body structure with deformable segments. It
is easy to position, it requires low computational time and it includes automatic algorithm for
injury criteria evaluation, see e.g. [3]. In this case we evaluate the criteria described in the
GMRT2100 regulation for railway vehicles such as HIC15, neck axial force and moment, thorax
deflection, etc [2]. An important feature of the Virthuman model is the scaling algorithm that
enables to represent any passenger of given age, height, weight and gender. For this particular
study, 25-year-old male of a 50th percentile is considered, that is, an average male with the
height of 178 cm and the weight of 76 kg.

An open coach type interior is considered. Its FE model is developed in the VPS soft-
ware. It includes the passenger’s seat and the seat in front of the passenger with folding table.
Two-points or three-points belts are fixed to the passenger’s seat in a common sense including
retractors and sliprings. The collision scenario is considered in a configuration with no belt,
two-points belt and the three-points belt. Each of these cases is considered in a configuration
with folded and unfolded table at the backrest in front of the passenger. It means, 6 configura-
tions of numerical simulations are considered in total. The acceleration pulse is prescribed for
the vehicle interior as defined in GMRT2100 regulation. It corresponds to a frontal collision
scenario of a railway vehicle. The simulation time is 300 ms.

The results are evaluated in terms of passenger’s kinematics and injury risk. As an example,
kinematics of the passenger at 150 ms for each belting option is provided in Fig. 1. The case
with unfolded table is illustrated here. In case with no belt, knees impact the backrest possibly
causing the injury of both femurs at approximate time of 95 ms. At the approximate time of
150 ms, the head hits the headrest causing the possible neck injury. In case with unfolded table,
the thorax and abdomen hit the backrest just in the location of the table at approximate time of
185 ms. Since the table is made of steel, the impact causes higher injury risk of these two body
parts. In case of folded table, no impact of the thorax and abdomen with the backseat occurs.
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In case with two-points belt, no primary impact of lower limbs and the backrest occur.
Hence, no injury risk of the lower limbs is indicated. The body of the passenger is fixed by the
two-point belt at the abdomen area. However, the torso and lower limbs are thrown against the
backrest. The abdomen is compressed by the belt causing higher injury risk of this body part. At
the approximate time of 150 ms, the head hits the backrest. In the configuration with unfolded
table the head hits right the table causing serious risk of head injury. In the configuration with
folded table the had hits the plastic part of the backrest which does not increase the head injury
risk.

In case with three-points belt, whole upper part of the body is fixed with the belt, hence it
does not impact the backrest in front of the passenger. Slightly increased injury risk of abdomen
and thorax only is predicted due to their compression with the belt.

Fig. 1. Passenger’s kinematics during collision scenario at 150 ms; configuration with no belt (left), the
two-points belt (middle) and the three-points belt (right)

With respect to the results obtained, following conclusions can be formulated. With no
seatbelt, high injury risk of lower limbs is predicted as a result of the impact with steel profiles.
The head impact with the headrest leads to increased head injury risk. Injury risk of lower
limbs is completely reduced in case of a two-point belt. However, this type of belt significantly
increases the head injury risk in case of unfolded table. Also, significant neck injury risk is
predicted in case of a two-point belt for both folded and unfolded table. Application of a three-
point belt minimizes injury risk of both head and neck. Therefore, in case of mounting setabelts
in the railway vehicle interior of an open coach type, three-point belts should be preferred to
two-point belts. In case of a frontal collission scenario as defined by the GMRT2100 regulation,
the overall injury risk of a passenger is lower for the three-point belt when compared to a two-
point belt.
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The discontinuous Galerkin methods (DGM) are gaining popularity in solving partial differen-
tial equations arising from modeling scientific and engineering problems, see e.g. [1]. Amongst
other, the DGM was successfully applied for the numerical solution of incompressible fluid
flows, i.e., Navier-Stokes equations, see e.g. [2, 3, 5]. This contribution focus on the verifi-
cation of the high order discontinuous Galerkin method implementation for the solution of the
Navier-Stokes equations in two dimensions. The numerical method was implemented within
the Julia programming language.

The fluid flow of an incompressible viscous fluid in the domain Ω is described by the system
of the Navier-Stokes equations (see e.g. [3]), i.e.,

∂u

∂t
+ ∇·(u⊗ u) = −∇p+ ν∇2u, ∇·u = 0, (1)

where u is the fluid velocity vector, p is the pressure divided by the constant fluid density
% and ν is the constant kinematic viscosity of the fluid. The boundary of the computational
domain Ω, see Fig. 1 (left), is divided into three distinct parts, i.e., ∂Ω = ΓI ∪ ΓW ∪ ΓO,
where ΓI and ΓO are inlet, and outlet parts of the computational domain, respectively and ΓW

denotes the impenetrable wall. The system (1) is supplemented by suitable initial conditions
u(x, 0) = u0(x), p(x, 0) = p0(x), and boundary conditions u = uI on ΓI , u = 0 on ΓW and
p = pO on ΓO.

In order to solve the problem (1) the computational domain Ωh(≈ Ω) is discretized using a
triangulation Th , where the higher order isoparametric elements were used on curved boundary,
see e.g. [3]. The numerical solution is represented by piecewise polynomials of degree N ≥ 1
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Fig. 1. (Left) Sketch of the computational domain. (Right) Computational grid consisting of 356 ele-
ments.
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on each triangle k ∈ Th. The time integration is done by splitting scheme with three stages
which takes into account the mixed nature of equations (1), see [3].

The implemented numerical method was tested on the benchmarks of laminar flow around
a cylinder [4], so-called DFG benchmarks. Simulations were done on the very coarse grid
consisting of 356 elements (see Fig. 1 (right)) and the different degrees of polynomials N were
considered. Table 1 shows obtained reference values. One can see that values obtained by DGM
corresponds well for higher orders of polynomials both for Re = 20 (steady) and Re = 100
(periodic) with DFG data. Fig. 2 shows vorticity contours for N = 5 and N = 9. Fig. 3 shows
lift coefficient cl during the computation.

Table 1. Overview of obtained reference values for the cases Re = 20, 100; ∗ values from [4]

Re = 20 Re = 100

N cd cl ∆p max(cd) max(cl) ∆p(t = 8)

1 6.511912 0.816498 0.159512 7.811225 2.939393 0.140196
5 5.579752 0.012096 0.117506 2.958082 0.475532 0.110243
9 5.579598 0.010619 0.117532 2.943942 0.477448 0.111623

∗ 5.579535 0.010619 0.117520 2.943764 0.477488 0.111541

Fig. 2. Contours of vorticity for different N , Re = 100 at 8 s: (top) N = 5, (bottom) N = 9
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Fig. 3. Lift coefficient cl(t), Re = 100

Conclusions. In this contribution the in-house implementation of the high-order discontinu-
ous Galerkin method is used to compute flow past the cylinder. Obtain results correspond very
well with DFG benchmarks reference values.
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Clinical gait analysis of a 16 years old patient with walking 

difficulties after surgery 
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In this paper we present a procedure to improve the gait disorder in sixteen years old boy after 

the surgery due to mild CP. 

A male patient 16 y/o has CP, spastic diplegia. In 2018 JUN was operated, B‐Femur distal 

extension osteotomy, patellar tendon shortening Before the operation, he was walking so cold 

crouch gait with flexed knees 60 degrees, excessive dorsiflexion and hip flexion, early heel 

rises on the left side. And as result, he has pathological moments in knees. 

Treatment Surgery: 2010 B‐s/c hell cord lengthening  

2016 Ulzibad fibrotomys quadriceps, biceps, gracilise, AD.  

2018 JUN B‐Femur distal 3rd extension osteotomy, patellar tendon shortening 

Time series of the movement of patient were produced and a pair of shoes and orthoses were 

designed based on numerical computations to optimized the movement of the patient. 

The gait of the patient after the surgery was studied by a group of orthopaedic surgeons, 

rheumatologists and biomechanicians (Fig. 1).  
 

 
 

Fig. 1. Gait analysis of the patient with bare foot 
 

    Based on analysis of numerical results, the lower limb orthoses were designed 

manufactured and used (Fig. 2). 
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Fig. 2. Gait analysis of the patient with orthoses and shoes 
 

Tables 1 and 2 are the results of the motions captured by 8 cameras during the gait of the 

patient 
 

Table 1. Spatial temporal parameter of gait after surgery (bare foot) 
 

 
 

Table 2. Spatial temporal parameter of gait after surgery (with orthoses and shoes) 
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Fig. 3 (a) shows the pelvic oblequilty in left and right foot. Fig. 3 (a) shows the pelvic 

oblequilty in left and right foot. We can see the improvment by comparing the curve with 

normal gait Left and right foot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

     

 

 
 

Fig. 3. Gait analysis of the patient with bare foot (Left) and with orthoses and shoes (Right) 
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Conclusion 

After the operation, The patient has improvement in all levels: 20-30 degrees in knees, 10 

degrees in ankles, heel-toe gait restored on both sides. Also, he has improvement in step length: 

The patient still needs feet stabilization. We see that with more stable feet which orthoses 

provide, he walks faster and better with them. So he is much better after the operation, but he 

needs rehabilitation and second stage operation for feet stabilization. 
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When weaving technical textiles we often encounter problems that are not known from weaving
ordinary textiles. This is due to the significantly different mechanical properties of the fibres
forming the fabrics. At the same time, productivity pressures cause additional complications,
especially in the marginal areas of weaving, whether snipping or just wrapping the resulting
product. As the resulting pack becomes larger, it becomes corrugated and consequently dam-
ages the fabric. This problem has increased in our case when weaving 3D fabric with higher
thickness and lower transversal stiffness. We were therefore faced with the task of solving the
problem of behaviours of such a batch. Due to the complexity of the problem we had to use
finite elements method. It allowed us to cope with the anisotropic character of the bath and with
the non linearities of mechanical properties.

Fabric large batch is essentially a strip of fabric spirally wound onto a rigid central tube
(mandrel), Fig. 1. It can be produced in two fundamentally different ways, namely by winding
on the driven central mandrel or by rolling the perimeter of the batch on two driven rolls. In the
second method, the driving torque is exerted by friction between the fabric surface layer and
the driving roll, whereby the contact force can be exerted by the actual weight of the wrap or by
the controlled roller pressure against the central non driven tube. In both cases, the controlled
variable is the tension in the wound fabric. During winding, only the surface layer has the

Figure 1. Schema of a large batch winder; courtesy of CEDIMA
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required tension, in the inner layers, this pre-stressing decreases due to their suppleness. This
phenomenon is the stronger the more supple the individual layers are in the radial direction.
When the inner layers are compressed by the outer layers, this tangential stress may even vanish.
These layers then become wavy in a certain radius range of batch. This is frequent especially
in the gravity package, where the winding tension is limited to a certain extent by the weight
of the wound fabric. Due to the three-dimensional nature of the batch, this phenomenon occurs
differently in the middle of its width, where the state of stress has the character of a plane
deformation, and near its free ends, where the state approaches the plane stresses. Together
with the inherently different properties of the fabric in the middle of the woven width and at its
edges, this leads to a double twist of the batch and a shear deformation of the wound fabric.

The first step, which is the subject of this work, was to determine the properties of batch as a
rotationally symmetrical body and compare them with the experiment. The strongly anisotropic
character given by the structure of the fabric layers was taken into account, but neither the
varying load on the circumference of the batch from the driving rolls, nor the different properties
along the rotation axis, were taken into account.

The basic equation describing the behaviour of such an object has the following form:

Q · d
dr

(
r ·
(
du

dr
+ νtr ·

u

r

))
−
(
Q · νtr ·

du

dr
+
u

r

)
= ft ·

(1− ν2tr ·Q)

Et
,

where Q = Er

Et
= νrt

νtr
is the ratio between elastic modulus in the radial and tangential direction

and right hand side member of the governing differential equation is a function of ft – force per
unit of width and per unit of radius (or better, unit of thickness) applied on the fabric during the
winding (essentially a tangential stress; for the purposes of this work we consider it constant).

The analytic solution of this problem is possible for linear material behaviour and forQ 6= 1:

u = C1 · r
1√
Q + C2 · r−

1√
Q − ft ·

r

Et
· 1− ν2tr ·Q

1−Q .

While loosely wound batches satisfy well this equation, batches with higher tension of wind-
ing are beginning to show non-linearity in the material properties of the batch if perceived as
a continuum. This is caused by the compression of the individual layers of the fabric, which
increases the contact area between the layers and together, the overall batch compacting grows.
While the properties in the tangential direction change minimally, the modulus of elasticity in
the radial direction starts to increase strongly. This in turn increases the value of the Q ratio.

There may be several models for expressing the dependence of the elastic modulus on radial
compression, but with the exception of the simplest models, expressing the function Q = f (εr)
prevents any analytical solution of the fundamental differential equation.

To cope with this problem we had to use finite elements method. One-dimensional finite ele-
ments with cubic approximation of radial displacements were chosen for modelling the batch
as a rotationally symmetric continuum. Nodal variables are radial displacements and the first
derivative of these displacements (essentially the value of εr strain). Consequently, their conti-
nuity ensures the continuity of tangential and radial stresses too.

When deriving the stiffness matrix, we chose the standard procedure of FEM method [1]

Ke =

∫

Ve

|B|T × |E| × |B| · dV ,

where the matrix B takes the form

B =

∣∣∣∣
dN
dr

1
r
·N

∣∣∣∣
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and E has the following form

E =
Et

1−Q · ν2tr
·
∣∣∣∣
Q Q · νtr

Q · νtr 1

∣∣∣∣ .

Although the resulting functions can be integrated analytically, the presence of ln
(
ri+Le

ri

)
terms

in the resulting functions, which tend to zero, makes them numerically difficult to evaluate.
Therefore, a four-point Gaussian numerical integration was chosen, which proved to be faster
than the repeated enumeration of logarithms. Moreover, for sake of simplicity integration on
real elements was carried out instead of reference elements.

In the absence of other loads, the nodal forces are calculated from the tangent stress values
ft using functions of approximation

[Fe] =

∫

Le

ft ·
1

ρ
· |N | · ρ · dρ .

Seemingly, ft has a character of volumetric forces but actually it is that of surface stress on
the symmetry planes, hence the use of (ft · εt · dV ) specific energy integration. The boundary
conditions were expressed both by the prescribed displacement at the inner batch radius (i.e.,
at one free edge of the discretization) and by the prescribed radial stress at the free surface,
i.e., at the other free end of the discretization. It is therefore a problem with mixed boundary
conditions. While the expression of Dirichlet’s type BC on the inner radius is obvious, the free
surface condition

σr|r=Rext
=

Q · Et
1−Q · ν2tr

· (εr + ν · εt) = f (Q) ·
(
un−1 +

νtr
rN
· un
)

= 0 ,

where ui, ui−1 and rN are corresponding nodal values and f (Q) > 0 may be expressed as
transformation of nodal variables on the concerned element in the form [1]

K′e = RT ×Ke ×R . . . for transformation of matrix of rigidity,
F′e = RT × Fe . . . for transformation of generalized nodal forces.

The transformation matrix R takes the form (for σr|r=Rext
= 0):

R =

∣∣∣∣∣∣∣∣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 − ρ4

νtr

ρ4
νtr

∣∣∣∣∣∣∣∣
.

Of course, the calculated nodal values of displacements must be re-transformed using R back-
wards into the natural displacements after calculation.

With regard to the assumed cause of the mechanical properties evolution, the dependence
of the elasticity modulus in the radial direction (in terms of our approach, the values of the
parameter Q, as the properties in the tangent direction are assumed constant) is chosen so as
to simulate a normal distribution of contact surface size evolution between layers. Since its
distribution function is not explicitly described, we have chosen a replacement model in the
form:

dQ

dεr
(εr,0, A) =

2 · A
π ·
(
A2 · (εr − εr,0)2 + 1

)2 (= f (µ, σ)) ,
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where A =
√

π
8
· 1
σ

. Values of εr,0 and σ correspond to mean value and standard deviation,
respectively, of a normal distribution. This function satisfies condition

∫∞
−∞ f = 1. Its integral

form takes the following form

Q (εr) =
1

2
+
A

π
·
(

atan ((εr − εr,0) · A)

A
+

(εr − εr,0)
A2 · (εr − εr,0)2 + 1

)

with A defined above.
The solution of the system of non-linear equations was carried out using the substitution

method, where {X i} are i-th approximation of column-vectors of residua R, nodal dsiplace-
ments U and nodal forces F , respectively, [1]

{
Ri
}

=
{
R
(
U i−1)} = {F} −K

(
U i−1) {U i−1} ,

K
(
U i−1) {∆U i

}
=
{
Ri
}

,{
U i
}

=
{
U i−1}+

{
∆U i

}
.

Fig. 2 shows an example of the solution for radial stresses for a relatively small batch. A
batch of this size was subject of our experiments; even here the difference is notable and it
grows with the batch size.
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1Figure 2. Difference between linear material and FEM solution using non-linear material

The use of FEM has allowed us to explain some of the discrepancies in the behaviour of
large batches identified in experiments. In the future we expect to use the same material model
for 2-D and 3-D FEM modelling of the batch.
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The rotors are often mounted in hydrodynamic bearings. To achieve their optimum 

performance in a wide range of running velocities, their stiffness and damping parameters 

must be adaptable to the current operating conditions. This is offered by application of 

magnetically sensitive lubricating oils. 

Application of magnetorheological fluids to lubricate the hydrodynamic bearings is 

reported by Wang et al. [3]. The study on lubricating a floating ring bearing by 

magnetorheological fluid  to design a controllable support element can be found in [4]. 

Several design concepts of hydrodynamic bearings lubricated by ferromagnetic fluids 

were introduced in literature. Nevertheless, the detailed analysis shows that their practical 

application for the vibration control of rotors is not technologically feasible. It implies the 

ferrofluids cannot be used as tunable lubricants to get an active journal bearing, because its 

rheological change is very low [2]. 

This paper deals with a design concept of a hydrodynamic bearing lubricated by   

ferromagnetic fluid-based magnetorheological oil and its applicability for controlling the rotor 

vibration. Addition of the micrometer-sized iron particles to a concentrated ferrofluid 

represents a simple way to control its magnetorheological and magnetoviscous behavior, 

which is sufficient to change the stiffness and damping in a hydrodynamic bearing [1].  

The housing of the proposed bearing consists of a cylindrical part that forms a bushing and 

of a cylindrical pin (Fig. 1). The rotor journal is hollow, made of non-ferromagnetic material, 

and is inserted into the hole of the bearing bushing. The gap between the bushing and the 

rotor journal is filled with the magnetically sensitive oil. The electric coil mounted on the pin 

generates magnetic flux passing through the pin, the cylindrical part of the bearing, the oil 

layer, and returns back to the pin through the rotor journal. Because the rotor journal is not 

magnetic, it is not attracted to the bearing bushing. 

The pressure distribution in the bearing gap is described by the modified Reynolds 

equation, which has been derived on the following assumptions: (i) the oil layer is divided in 

the sublayers in the radial direction, (ii) the liquid in each sublayer behaves as Newtonian, 

(iii) the applied boundary conditions require that the velocity and the shear stress at location 

of the contact of two neighboring sublayers are the same, and (iv) the apparent viscosity in the 

individual sublayers is constant in the radial direction and is determined from the flow curve 

for the average sublayer velocity rate in dependence of the circumferential position. 

The bearing housing is considered to be consisted of a set of meridian segments and each 

segment as a divided core of an electromagnet. Magnetic induction in the lubricating layer is 

calculated by application of the Hopkinson law. The reluctance of the ferromagnetic parts of 

the magnetic circuit was neglected. 
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The influence of the hydrodynamic bearing lubricated by the ferrofluid based 

magnetorheological oil on vibration of a rigid rotor (Fig. 2) was examined by means of 

computational simulations. The rotor (mass 430 kg) was rotating at speed of 300 rad/s. It was 

loaded by its weight, by a stationary force (15 kN) acting in the vertical direction, and by the 

disc imbalance. The diameter of the rotor journal was 60 mm. The electric coil was formed by 

900 turns. Relations for the  determination of the yielding shear stress of the lubricating oil 

and the appopriate material parameters were taken from [1]. 

 

 

 

 

 

 

 

 

 
 Fig. 1 The proposed bearing design  Fig. 2 The studied rotor system 

Fig. 3 and 4 show dependence of magnetic induction in bearing gap and the yielding shear 

stress of the applied current.  In Fig. 5 there are depicted the steady state orbits of the rotor 

journal for three magnitudes of the current. It is evident that increasing current shifts the 

orbits towards the bearing centre, which means the bearing load capacity rises.  

 

  

 

 

 

 

 

 

 

 
Fig. 3 Magnetic induction in bearing gap Fig. 4 The lubricant yield shear stress Fig. 5 The orbits position 

The carried out research demonstrated that the appropriate control of hydrodynamic 

bearings lubricated by ferrofluid based magnetorheological oils can change dynamical 

parameters of rotors in sufficinently large extent and thus to adapt their performance to the 

current operating conditions. 
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Hydrogels are widely used materials. We can met them in products wherever there is a need to 

absorb liquids. Contact lenses are also made of hydrogel as it is a well biocompatible 

material [3]. Tissue cell population experiments are also conducted with this material. 

However, cell growth is dependent on the underlying object's geometry. Because the objects 

are very diverse in shape, 3D printing can be used to create them. 

Hydrogel, based on HEMA, is composed of three basic ingredients. The basic component 

is HEMA (2-hydroxyethyl methacrylate), followed by crosslinker (about 0,5 % of ethylen 

dimetacrylate - EDMA) and initiator (activator) in appropriate proportions. Other ingredients, 

such as water, can be added to obtain different properties of the hydrogel. If water is added, it 

affects the swelling ability. A very important part is the initiator, which starts crosslinking. The 

initiator may initiate crosslinking based on mechanical pressure, temperature, UV radiation or 

other conditions. Depending on the amount of initiator and crosslinker, an appropriate 

crosslinking rate can be achieved. The speed of crosslinking parameter is an essential for 

successful printing of the hydrogel.  

 

 
Fig. 1. Modified printer Velleman K8200 
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After crosslinking, the resulting polymer is blended as an anhydrous, solid, and relatively 

hard polymer. If water is also added to the mixture, the crosslinking properties are than affected. 

Such a polymer is then softer and it seems like an already swollen hydrogel. Depending on the 

composition of the hydrogel, the polymer is then able to absorb from 10 % to 600 % water 

relative to the dry weight. These properties are crucial to successful 3D printing. 

Various methods of 3D hydrogel printing can be encountered [1]. The most common 

method is to extrude the hydrogel through a nozzle, often to the support material. Depending 

on the nozzle size, model details can be obtained. Depending on the method of initiating 

crosslinking, a printing method is also selected. Most often, crosslinking occurs after exposure 

of the hydrogel to UV radiation. Typically it is used a wavelength from 200 nm to 405 nm. The 

exposure time of the hydrogel is from a few seconds to several tens of seconds. It also depends 

on the thickness of the layer to be crosslinked. Another method is based on freezing the 

hydrogel during printing [2]. It is printed on a sheet of steel sheet. Dry ice is placed under the 

pad, keeping the steel pad at very low temperatures. Subsequently, the gel is applied to a cooled 

plate using a needle extruder. The high water content of the gel causes immediate freezing. 

When printing complex structures, a small amount of water is added to support the printing 

structure. Upon completion, the object thaws gradually until the ice is thawed and leaves only 

printed structure from the hydrogel. The last type is a method of applying a hydrogel similar to 

an inkjet printhead, as is the case with an office printer. This last method is suitable for small 

and detailed objects. 

The design of the 3D hydrogel printer is based on the Velleman K8200 (Fig. 1). This printer 

is equipped with three feeds in the X, Y and Z axes and an extruder drive. The printer software 

is based on Marlin firmware. Since the design was not sufficient for printing the hydrogel, a 

hardware modification was necessary. A major change was the replacement of the filament 

extruder with other construction of the extruder. Due to the addition of the UV light source and 

the need to switch it on, it was also necessary to change the firmware and modify it. The printer 

operates via the Repetier-Host. For the initial tests, this application was sufficient, but with the 

gradual addition of functionality the work was lengthy. For this reason, MATLAB's control 

software was created, including preview and online modification of the generated G-

code (Fig. 2). 

A classic thin-needle syringe is used for the hydrogel extrusion. After it has been filled with 

hydrogel, the volume of the hydrogel is inserted into the control software and the extruder is 

brought into the correct position to allow its insertion. The printing of the hydrogel is based on 

the extrusion of droplets, which are subsequently cured by UV light. The printed object model 

is based on the solid model, which is exported to STL format using the Slic3r software. Since 

the printing is based on droplets, the G-code from the slicer must be modified. For these 

modifications of the G-code, the converting software "přechroupátor" is created. This software 

is written in MATLAB and modifies the G-code of lines, arcs, and other entities into the same 

objects from droplets. The software can adjust droplet sizes, retracting and spacing to fine tune 

print quality. 
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Fig. 2. The print control environment 

Replacing a line with an object of droplets (Fig. 3) is based on the slope of the line k and 

the even distribution of the droplets along the trajectory 

𝑦 = 𝑘 ∙ 𝑥 ⇒ 𝑘 =
𝑦

𝑥
,        and after substituting        𝑘 =  

𝑌Curr−𝑌Last

𝑋Curr−𝑋Last
. 

The droplet pitch r is then given by the number n of droplets, from which the increment in the 

X axis can be calculated 

𝑟2 = 𝑋Incr
2 + 𝑋Incr

2 ∙ 𝑘2   ⇒  𝑋Incr = √
𝑟2

(1+𝑘2)
. 
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Fig. 3. Replacing a straight line with droplets 

 

Fig. 4. Printing the droplet at the end of the needle (left) and demonstrating the printing of the line from 

the droplets (right) 

A simple object was chosen to test the functionality of the hydrogel printer. Fig. 4 shows 

the droplet formation at the end of the needle as well as the printed line. This type of printer is 

suitable for printing larger objects that do not require high printing accuracy. The resolution is 

dependent on the size of the droplet and thus the inner diameter of the needle. However, this 

dimension is closely related to the need to accurately meter the amount of extruded hydrogel 

that limits the use for detail printing. 
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The rotating mechanical systems (e.g., high-speed gearboxes, bladed disks, rotors, turbocharg-
ers) are composed of many flexible and rigid bodies (below subsystems) mutually joined by
flexible nonlinear discrete couplings. The mathematical models of these subsystems are non-
conservative with nonsymmetrical matrices and after discretization by the finite element method
have large number of degrees of freedom (DOF number). The standard numerical methods of
dynamic analyses of the rotating systems with nonlinear couplings are very hardly applicable.
A suitable and established methods for DOF number reduction of the large multi-body systems
is the modal synthesis method [2, 3, 6, 7]. The classical approach of the modal synthesis method
is based on the reduction of the natural modes of subsystems conservative models respected in
dynamic response. Rotatig mechanical systems contain gyroscopic effects and additional influ-
ences of rotation and dissipation [1, 2, 4, 5]. On this account the eigenvalues and right and left
eigenvectors of rotating subsystems are complex. The main aim of this contribution is to present
the generalized modal reduction method with reduction DOF number of the whole system or
individual subsystems for modelling of the multi-body systems with strong gyroscopic effects,
damping and friction in couplings.

Let us consider the mechanical system (rotor, blade packet, rings) which can be decomposed
into N linearized rotating or nonrotating subsystems. The first step of modelling using modal
synthesis method consists in the first-order formulation of the equations of motion [1] in the
form

Nju̇j + Pjuj = pj , pj=

[
0

fCj +f
E
j (t)

]
, j = 1, . . . , N (1)

in the state space defined by the state vector of subsystem j , uj = [q̇Tj , q
T
j ]
T , where qj is the

vector of the generalized coordinates of dimension nj . Vector pj expresses effect of internal
couplings fCj of the subsystem j with surrouding subsystems and excitation forces fEj (t).

Let all modal values λ(j)ν , ν = 1, . . . , nj , of each mutually uncoupled subsystem j (for
fCj = 0) satisfy the stability conditions Re[λ

(j)
ν ] < 0. Modal properties of subsystem j are

expressed by the complex diagonal spectral matrix Λj ∈ C2nj ,2nj and complex couple right and
left modal matrices Uj ∈ C2nj ,2nj , Wj ∈ C2nj ,2nj satisfying the biorthonormality conditions
[1]

W T
j NjUj = Ej , W

T
j PjUj = −Λj , j = 1, . . . , N , (2)

where Ej is the identity matrix of the 2nj-th order. We chose for each subsystem j two sets of
2mj (mj ≤ nj) so called master right and left natural modes corresponding to mj pairs of com-
plex conjugate eigenvalues (diagonal elements of Λj) λ

(j)
ν = α

(j)
ν + iβ

(j)
ν , λ

(j)∗
ν = α

(j)
ν − iβ

(j)
ν
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ordered according to the size of the imaginary parts β(j)
1 ≤ β

(j)
2 ≤ · · · ≤ β

(j)
mj . Correspond-

ing natural modes are represented by pairs of the complex conjugate right u(j)
ν , u

(j)∗
ν and left

w
(j)
ν , w

(j)∗
ν eigenvectors ordered in the master (subscript m) right and left modal submatrices

mUj = [u
(j)
1 , . . . ,u(j)

mj
,u

(j)∗
1 , . . . ,u(j)∗

mj
] ∈ C2nj ,2mj ,

mWj = [w
(j)
1 , . . . ,w(j)

mj
,w

(j)∗
1 , . . . ,w(j)∗

mj
] ∈ C2nj ,2mj , j = 1, . . . , N , (3)

corresponding to master spectral submatrix

mΛj = diag[λ
(j)
1 , . . . , λ(j)mj

, λ
(j)∗
1 , . . . , λ(j)∗mj

] ∈ C2mj ,2mj , j = 1, . . . , N . (4)

State vectors uj in model (1) are transformed by the master right modal submatrices mU (j) ∈
∈ C2nj ,2mj mutually uncoupled subsystems into the modal coordinates as

uj =
mUjxj =

mj∑

ν=1

(
u(j)
ν x(j)ν + u(j)∗

ν x(j)∗ν

)
, j = 1, . . . , N . (5)

After modal transformation (5) and premultiplaying of Eqs. (1) by the transposed left master
modal submatrices mW T

j with regard to the biorthonormality conditions (2), Eqs. (1) become

ẋj −mΛjxj =
mW T

j pj, j = 1, . . . , N . (6)

Taking into account structure of state vectors uj , the eigenvectors of the subsystems can be
written in the form

u(j)
ν =

[
λ
(j)
ν q

(j)
ν

q
(j)
ν

]
, w(j)

ν =

[
λ
(j)
ν r

(j)
ν

r
(j)
ν

]
, ν = 1, . . . , nj, j = 1, . . . , N . (7)

The modal submatrices defined in (3) can be written as

mUj =

[
mQj

mΛj
mQj

]
, mWj =

[
mRj

mΛj
mRj

]
, j = 1, . . . , N , (8)

where
mQj = [q

(j)
1 , . . . , q(j)

mj
, q

(j)∗
1 , . . . , q(j)∗

mj
] ∈ Cnj ,2mj ,

mRj = [r
(j)
1 , . . . , r(j)

mj
, r

(j)∗
1 , . . . , r(j)∗

mj
] ∈ Cnj ,2mj (9)

are the right and left master modal submatrices of uncoupled subsystems in the original config-
uration space of generalized coordinates qj . Eqs. (6) can be rewritten in the form

ẋj −mΛjxj =
mRT

j (f
C
j + fEj (t)), j = 1, . . . , N . (10)

The global form is
ẋ−mΛx =mRT [fC(q, q̇) + fE(t)] , (11)

where

x =




x1
...

xN


 , q =




q1
...
qN


 , fC(q, q̇) =




fC1
...

fCN


 , fE(t) =




fE1 (t)
...

fEN (t)


 ,
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mΛ = diag[mΛ1, . . . ,
mΛN ] ∈ C2m,2m, mRT = diag[mRT

1 , . . . ,
mRT

N ] ∈ C2m,n . (12)

Matrices mΛ, mR and vector x in (11) can be rewritten in the form

mΛ = diag[mΛ,mΛ
∗
], mR = [mR,mR

∗
], x =

[
x
x∗

]
, (13)

where spectral submatrix mΛ includes the chosen eigenvalues λ(j)ν = α
(j)
ν + iβ

(j)
ν of the all

subsystems with positive imaginary part and left master modal submatrix mR includes cor-
responding eigenvectors r

(j)
ν . The complex conjugate eigenvalues are arranged in matrices

mΛ
∗
, mR

∗
and the complex conjugate modal coordinates are arranged in vector x∗. We can

use the MATLAB built in ode45 solver for the integration of the submodel

ẋ−mΛx =mR
T
[fC(q, q̇) + fE(t)] , (14)

where

mΛ = diag[mΛ1, . . . ,
mΛN ] ∈ Cm,m, mR

T
= [mR

T

1 , . . . ,
mR

T

N ] ∈ Cm,n .

According to (5) and (8) the vector q of generalized coordinates can be expressed as

q =mQx+mQ
∗
x∗, q̇ =mQmΛx+mQ

∗ mΛ
∗
x∗ , (15)

where right master modal submatrix mQ corresponds to mΛ. Model (14) of the coupled system

in space of modal coordinates x(j)ν uncoupled subsystems has m =
N∑

j=1

mj DOF number and

for
N∑

j=1

mj <
N∑

j=1

nj is reduced.

If the linear part of elastic and viscous forces in couplings between subsystems can be
excluded from the nonlinear couplings, vector fC(q, q̇) in (11) can be written in the form

fC(q, q̇) = −KCq −BC q̇ + fN(q, q̇) , (16)

where KC and BC are the global stiffness and damping matrices corresponding to the lin-
earized forces in couplings, vector fN(q, q̇) expresses the nonlinear coupling forces and q =
[qT1 , . . . , q

T
N ]

T is the global vector of the generalized coordinates. All equations of motion (1)
can be expressed in the state space u = [q̇T , qT ]T in the global form

Nu̇+ Pu = p , p =

[
0

fN(q, q̇)+fE(t)

]
, (17)

where linearized forces in couplings are included in matrices N and P . Similarly as in the
modal synthesis method, only the following global submodel with m DOF number can be inte-
grated

ẋ−mΛx =mR
T
[fN(q, q̇) + fE(t)] , (18)

where x and mR correspond to spectral submatrix mΛ = diag[λ1, . . . , λm] including chosen
eigenvalues λν = αν + iβν of model (17) for p = 0 with the positive imaginary part.

From the high computational costs point of view, an application of this method is suitable
especially for dynamic analysis of the large rotating systems with nonlinear couplings. The
method enables dynamic analyses of the damped rotating systems including all rotation effects
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and nonlinear contact forces in internal couplings between subsystems. Contrary on the clas-
sical approach characterized by transformation of the generalized coordinates using the real
modal submatrix of the linear part of the undamped and nonrotating system, the new approach
is based on the transformation by the complex modal submatrix of the nonconservative linear
part of the rotating system including all rotating and dissipative effects. The dynamic response
in master modal coordinates is investigated by integration of the first order nonlinear equations,
whose number corresponds to identical number of the second order nonlinear equations, using
a classical approach. Consideration of the chosen master complex mode shapes improves ap-
proximation of the damped gyroscopic structures behaviour in comparison with classical modal
reduction in the basis of the real mode shapes of the undamped and nonrotating structures.
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In this paper, we present our work based on Wang tiles method and its utilisation on synthesis
of micro-mechanical fields extended by local tilings information.

The very basic concept of the Wang tiles method [5] can be compared to jigsaw puzzle or
classic board game domino. The fundamental pieces are positioned next to each other according
to corresponding edge information like fitting edge shape, number of dots or in case of Wang
tiles for example colours, patterns and others. Tiles are modelled visually as squares and by
rotating or mirroring existing tile a new tile is created.

Group of tiles is called set and specially designed tile set in combination with particular
tiling algorithm can construct planar domain of arbitrary size.

In contrast with other methods modelling heterogeneous materials like periodic unit cell
method (PUC) or statistically equivalent periodic unit cell method (SEPUC) (used for example
for homogenisation) the main advantage of Wang tiles method is the ability to preserve stochas-
tic layout of original micro-structure. This is achieved by the tiling algorithm that in addition
requires specifically defined tile set and tile design.

?
N

W

1 2 3 4

5 6 7 8

a) b) c)

Fig. 1. a) Wang tiles set W8/2-2 (eight tiles with two different codes on vertical and horizontal edges),
b) Tile edge labels, c) North-West corner position

As a tiling algorithm, we use algorithm presented in [1] (further called CSHD) which speci-
fies one simple rule. Every time the tile is positioned in the NW corner position (Fig. 1c) the set
must comprise at least two valid tiles. From these tiles one is randomly selected and the process
is repeated. Algorithm can be also modified to prevent occurrence of group of same tile in the
tiling by allowing to repeat the tile selection n-times. The minimal Wang tile set that fulfils the
requirements of CSHD algorithm is presented in Fig. 1a.

Tiles can be designed with various methods. One method is similar to generating SEPUC
where the original micro-structure is analysed and the tiles are optimised in such way the re-
sulting micro-structure holds the same spatial characteristics. This approach is very robust but
also extremely slow.
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Next method to create tiles is based on samples from the original micro-structure where the
number of extracted samples is equal to number of different edge information in set. For each
tile the respective samples are arranged in to rhombus shape with overlap and stitched together
by means of image quilting algorithm [1]. This method gives almost instant results, but struggles
with fine details of micro-structures. Then other methods based on particle dynamics [4] and
level set [2] can be also used, but these methods have limited control over spatial statistics.

To obtain micro-mechanical fields (e.g. stresses, strains or displacements) the whole micro-
structural domain can be discretized by very fine FEM mesh and evaluated. Unfortunately ac-
cording to domain size and fineness of the mesh the computational requirements and evaluation
time can be very demanding. These can be reduced by utilising the Wang tiles method as the
process of micro-structure reconstruction can be applied to micro-mechanical field synthesis.

Each tile is discretised by fine FEM mesh in such way that the meshes are still edge compati-
ble. Then the required mechanical response is evaluated on each tile separately and synthesised
back according to underlying map of tiles. However, because of the non-local character of
mechanical quantities the results contains discontinuities on tile edges and therefore the under-
lying grid of tiles is recognisable [3]. That is because of the mechanical response of each tile is
affected by a different combination of surrounding tiles.
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Fig. 2. Local tiling evaluation process

To solve this problem we create so-called local tiling for each tile Ti from underlying tiling
map by including surrounding tiles into the evaluation of the mechanical response. This process
is demonstrated on the Fig. 2 where on left is part of the reconstructed domain illustrated as grid
of tiles. For currently solved tile T1 (highlighted by grey colour) the small sub-domain of this
centre tile and first layer of surrounding tiles is created. This sub-domain is discretised by FEM
mesh and required micro–mechanical response is evaluated. Results for tiles in surrounding
layer are discarded and only results for centre tile T1 are saved under label T285416148. This
process is repeated for every tile in the domain until results for each tile in the domain are
obtained. Then the micro-mechanical field for the whole domain can be synthesised or these
results can be used as fluctuation fields in Partition of Unity methods.
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