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Abstrakt

Tato disertacni prace se zaméruje na viceskalové modelovani transportu ionti
v poréznim prostiedi a jeho aplikaci na modelovani tkédné kortikalni kosti. Je
uvazovan dvoufazovy material, kde tekutou slozku tvori nestlacitelny symetricky
elektrolyt se dvéma typy rozpusténych iont. Pro pevnou fazi jsou uvazovany dva
typy materialu: v prvnim pripadé se jedna o linearné elasticky material, ve druhém
pripadé jde o slabé piezoelektricky material. V obou ptipadech se na rozhrani fazi
nachazi slaby zaporny naboj. Pritomnost iontu v tekutiné, jeji vazkost, blizkost
naboje na rozhrani i deformace pevné faze ovliviuji pohyb elektrolytu a tim také
rozlozeni naboje. Vysledkem je komplexni matematicky model, ktery je nutno
linearizovat a prevést do bezrozmérného tvaru. Tak jsou ziskany linearizované
bezrozmérné matematické modely pro oba typy pevné faze.

Cést této prace se vénuje odvozeni viceskalového modelu transportu ionti v
poréznim prostiedi pomoci metody unfoldingu. Metoda dvouskalové homogeniz-
ace, na které je metoda unfoldingu zalozena, vede na dva systémy rovnic. ReSenim
mikroskopického problému, ktery je definovan na tzv. mikroskopické referenéni
bunce, je sada korektorovych funkci, které slouzi k odvozeni homogenizovanych
koeficienti. Tyto koeficienty jsou pouzity k odvozeni makroskopického problému,
jenz popisuje celkové chovani na makroskopické trovni. Takto je odvozen staticky
dvouskalovy model pro transport iontti v poroelastickém materidlu, ktery je dale
rozsiten na model kvasi staticky v poropiezoelektrickém materialu.

Pro numerické simulace chovani odvozenych modelti byl vytvoren vlastni soft-
ware pro feseni 3D tloh na obou skalach. Prostorova diskretizace na obou skalach
je provedena pomoci metody konecnych prvki. Chovani obou modeli je ilus-
trovano pomoci nékolika testovacich tloh.

Tato prace také predkladd moznou metodu identifikace obtizné méritelnych
materialovych parametri suché kosti, ktera je modelovana jako slabé piezoelektricky
porézni material. Tato metoda je zalozena na optimalizaci pomoci citlivostni
analyzy efektivnich vztaht. K identifikaci danych materidlovych parametra je
pak pouzit pristup tzv. fiktivniho experimentu, ktery umoznuje generovani exper-
imentalnich dat pro zndmé nastaveni materidlovych parametri a dava nam tak
nastroj na ovéreni spravnosti odvozenych vztahti. Presnost odvozenych citlivostnich
vztaht a také totalniho diferencialu ucelové funkce je ovérena pomoci metody
kone¢nych diferenci. Za timto ucelem byl vytvoren software pro identifikaci ma-
teridlovych parametri, ktery castecné vyuziva dostupné softwarové knihovny zamérené
na optimalizaci.

V posledni ¢ésti prace je model s uvazovanim piezoelektrického jevu aplikovan
na modelovani chovani tkané kortikalni kosti. Za timto tucelem byla vytvorena
vypocetni sit reprezentujici mikrostrukturu tkdné a déle sit reprezentujici mak-
roskopicky level, tedy jeden osteon. Pomoci numerickych simulaci bylo ilustrovano
chovani dvouskalového modelu kortikalni kosti a to jak na makroskopické trovni,
tak pomoci rekonstrukei feseni na trovni mikroskopické.

Klicova slova: transport ionti, homogenizace, kortikalni kost, porézni material,
piezoelektricita



Abstract

This thesis focuses on the multiscale modeling of ionic transport in porous
medium and its application to modeling cortical bone tissue. It considers a two-
phase material consisting of a fluid phase, which is modeled as an incompressible
symmetric electrolyte solution with two types of the ionic specimen and a solid
phase, for which two types of material models were considered. The first is the
classic linear elastic material model, and the second is the model describing a ma-
terial exhibiting weak piezoelectric properties. The solid-fluid interface is charged
with a weak electrostatic charge. The presence of ions in the fluid phase, its vis-
cosity, the proximity of a charged surface, and the deformation of the solid phase
all influence the electrolyte movement and the charge distribution. This is de-
scribed by a complex nonlinear multi-physical mathematical model, which is later
non-dimensionalized and subsequently linearized. The two-scale model of ionic
transport in the porous medium was derived by the unfolding method. At the
microscopic level, it consists of local problems that are solved on the represent-
ative volume element. Their solutions serve to express effective coefficients that
characterize the behavior of the homogenized material and are used in the deriv-
ation of the effective macroscopic problem. By this approach, the homogenized
model of the steady-state flow of the electrolyte through the poroelastic medium
is derived. It is then extended to describe the quasi-static state of the electrolyte
flow through the weakly piezoelectric porous medium.

To simulate the behavior of the derived two-scale model, the software for nu-
merical simulations of 3D problems on both scales was developed. It is based
on the finite element method and it can be used for simulations of both types of
considered porous media, elastic and piezoelectric, respectively.

One of the aims of this work is to provide a framework for the identification
of difficultly measurable material parameters of cortical bone tissue. The identi-
fication problem is formed for the case of dry bone, which is modeled as weakly
piezoelectric porous material. It uses the so-called fictitious experiment to gener-
ate experimental data for a known set of optimal parameters. The precision of the
identification process is checked by the finite difference method. The identification
process was implemented using a combination of in-house developed software and
open-source optimization libraries.

The last part of this work concentrates on applying the presented effective
model to the numerical modeling of cortical bone behavior. The computational
meshes were generated to represent the lacunar-canalicular network and the single
bone osteon, 7.e. the micro- and macrostructure, respectively. The numerical sim-
ulations mimicking the experiment were performed to illustrate the behavior of the
two-scale model. The influence of macroscopic phenomena on the microstructure
is shown by the reconstruction of the solution on the microscopic scale.

Key words: ionic transport, homogenization, cortical bone, porous material,
piezoelectricity
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Oext§2 external part of the boundary of macroscopic domain

Y representative periodic element

Y part of representative periodic element occupied by fluid phase
Y, part of representative periodic element occupied by solid phase
Spaces

H(Q) space given as {1 € H'(Q), L — periodic in z}

L3(2) space of square-integrable functions

HL,(Q)  space given as {go € H'(Q)% ¢ =0 onT, L— periodic in x}
H(Q) space given as {go € H'(Q)?, L — periodic in x}

H'(Q) Sobolev space W1%(Q)

Superscripts

Li° quantity is related to the slow macroscopic scale

Lt quantity is related to the fast microscopic scale

i dimensionless quantity, usually forcing term

Lyeff quantity is solution to dimensionalized macroscopic problem
L quantity in equilibrium

Ljext external quantity

| pmic fluctutions part of quantity reconstructed at microscale

LIPer pertubed quantity
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Chapter 1

Introduction

This chapter explains the importance of microstructure-oriented modeling of ionic
transport in the porous media, especially biological tissues (such as cortical bone
tissue). Next, it gives an overview of the present state of the research in this field
and presents the aims of this thesis. Lastly, it provides an outline of the submitted
work.

1.1 Motivation

The modeling of ionic transport is useful in a wide range of science fields, often
in the context of homogenization. In geoscience, it is well known as a base for
modeling swelling clays. It also serves well to model the charging units or batteries.
And finally, in biomechanics, it can be used for modeling a variety of tissues. Our
interest lies mainly in its use for modeling interactions between a cortical bone
porous structure and the bone fluid in the pore space.

Cortical bone, as well as other biological tissues, is heterogeneous material con-
stituted by multiple material phases at different scale levels. The macroscopically
observed phenomena in biological tissues often originate from the processes associ-
ated with the microstructural level. For example, the remodeling and regrowth of
bone tissue can be influenced by processes happening on such a small scale as a few
hundreds of nanometers. On this scale, the cortical bone tissue consists of a solid
bone matrix and a lacunar-canalicular network saturated by a bone fluid. Some
of the studies, for example, (Lemaire et al. 2010b), (Lemaire et al. 2011)), suggest
that the osteocytes nested in the lacunae activate in reaction to the movement of
charged ionic particles in the bone fluid.

From electrical measurements on the cortical bone, it is apparent that the
solid matrix consisting of the apatite crystals and collagen fibers exhibits a quasi-
permanent space charge. The collagen fibers also show piezoelectric behavior in
response to the deformation of the solid matrix. The charge of the solid phase
affects the distribution of ionic particles inside the bone fluid and thus influences
the movement of the electrolyte in the lacunar-canalicular network. These effects,
together with the microstructure of the cortical bone tissue, should be considered
during the derivation of the model from its microscopic to its macroscopic scale.
This thesis aims to provide an insight into the microstructure-oriented modeling
of such multi-physics phenomena. We are especially interested in modeling a
combination of electrochemical and mechanical phenomena, such as ionic transport
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through a poroelastic or porous piezoelectric medium.

The modeling of cortical bone tissue presents a unique challenge because of its
highly hierarchical structure and complex interaction between phases. The com-
position of the material, as well as the difference in its microstructural geometrical
arrangement, have a significant influence on the behavior of the macroscopically
observed properties. These are also dependent on the spatial distribution and
material properties of each constituent and their mutual interactions. To simu-
late such material by direct modeling of its whole microstructure in its complexity
would be very taxing on the computational memory requirements and not practical
for more extensive and more complex simulations. Instead, the heterogeneity of
the material is usually dealt with through the means of microstructurally oriented
modeling.

1.2 Methods and approaches for modeling het-
erogeneous materials

The transport of an electrolyte solution through a porous medium is a multiscale
problem. It occurs due to the interactions between both phases, namely by the
pressure or deformation-driven convective movement of the solvent, the movement
of electrically charged particles in the proximity of the charged surface of the pore,
and the electrochemical diffusion.

Different approaches can be applied in the mathematical modeling of het-
erogeneous material with multiple phases. One of the most intuitive and basic
examples is mixture theory, which is sometimes used to identify homogenized ma-
terial properties of composite materials. This method is based on averaging the
material properties of all phases of heterogeneous material. It takes into consid-
eration only volume fractions of each material phase and thus does not hold any
information about the topology of material microstructure, (Siddique et al. 2017)).

Some methods combine the averaging of the phase’s properties with some de-
gree of respect for the topology of microstructure. Some examples of this type of
method are the Mori-Tanaka or Eshelby’s method, which are used for the estim-
ations of elastic properties of a material with elliptical inclusions,(Eshelby 1957;
Benveniste [1987)). These methods may serve as a computationally effective way
to approximate the effective properties of materials with a certain shape of het-
erogeneities. However, these methods are not very suitable to model materials
with more complex microstructures due to limitations imposed on the geometry
of inclusions.

The more suitable methods are the ones based on an asymptotic analysis of
the system. The main principle is that we let the scale parameter € "vanish” from
the partial differential equations (PDE) system that constitutes the problem, i.e.
passing it to the limit € — 0. This results in a new limit PDE system describing
a homogenized macroscopic model with homogenized coefficients, which express
the influence of heterogeneities in microscale onto macroscopic behavior.

One of the efficient methods for asymptotic analysis is the so-called periodic
unfolding homogenization method. The homogenization by unfolding is based on
specific properties of the so-called unfolding operator. It was first first proposed in
(Cioranescu et al. [2002)) and then extended in (Cioranescu et al. [2008)). It intro-
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duces recovery sequences of each variable consisting of its fast and slow (sometimes
also "fine” and "coarse” or "macroscopic” and "microscopic”) components. One
of the benefits of this method is that it deals with the weak form of the PDE sys-
tem, which enables us to rely on the standard notion of weak convergence. This
method also respects the microstructure of the porous medium and provides us
with tools to recover the macroscopic solution on the microscopic scale. Thus, it
is the method of our choice.

1.3 State of the art

During the last decade, a significant body of literature has been devoted to the
modeling of the transport of an electrolyte solution through a porous medium.
Here we comment only on those publications which, as we believe, are the most
relevant and tightly related to the present work.

As stated above, a significant part of the related research on the matter con-
cerns geosciences. One of the most recognized works in this field is the paper
(Moyne and Murad [2002)) which relies on the homogenization procedure to de-
rive a macroscopic model of expansive clays composed of a charged solid phase
saturated by an electrolyte solution. This microscopic model includes equations
describing electro-hydrodynamics coupled with the equation governing the flow
of the electrolyte solution, ion electrodiffusion, and electric potential distribution.
Then the asymptotic homogenization is used to derive a two-scale model of elec-
trokinetic phenomena, such as the electroosmotic flow driven by the streaming
potential gradient, the electrophoretic motion of mobile charges, and the swell-
ing induced by the osmosis. This model was later revisited in paper (Moyne and
Murad 2006) with a more focus on the rigorous homogenization procedure and
its analysis. A similar problem, i.e. the transport of an N-component electrolyte
solution through a porous rigid body subjected to a static electric field, was also
studied in (Looker and Carnie |2006)), although no assumptions about the electric
double layer were considered.

In biomechanical modeling, the authors of (Lemaire et al. 2006) and (Lemaire
et al. [2010b)) use a similar approach to study the bone fluid flows at two porosity
levels in the cortical bone tissue. It is worth noting a possible application of that
model in the studies of mechanosensing, (Lemaire et al. 2010a)), and bone remod-
eling. These issues were treated in (Nguyen et al. 2009), where Biot’s poroelastic
theory was applied to the three-dimensional anisotropic media to account for
deformation-induced fluid flows in the osteonal matrix under the harmonic load-
ing. Homogenization of the ionic exchange between the charged porous medium
and the electrolyte solution was elaborated in (Lemaire et al. 2010a)), being mo-
tivated by mechanosensing. A two-scale one-dimensional model for horizontal
electroosmotic flows in several thin horizontal slits was proposed in (Amirat and
Shelukhin 2008)). Therein, the pressure gradient and a horizontal electrical field
were recognized as the flow driving forces. Although this work is focused on one
specific case and disregards any deformation of the solid part, it provides a helpful
insight into the homogenization of the electroosmotic law for different types of
multi-component electrolytes.

Most of the works devoted to the transport of an electrolyte solution through
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a porous medium assume that an electrolyte saturates a rigid porous medium, see
(Allaire et al. 2013a; Allaire et al. 2013b)), the deformation phenomenon or evolving
porous structures were considered in some papers, see e.g. (Ray et al. |2012bj
Allaire et al. 2015). Moreover, some other works, e.g. (Andreasen and Sigmund
2013; Rohan et al. 2016a; Sandstrom et al. 2016, Rohan and Lukes 2015)) treating
the fluid-structure interaction without any electroosmotic or electromechanical
coupling established useful platforms for extensions of those particular models
to account for the phenomena featuring the transport of electrolytes. Such an
extension was reported in (Allaire et al.|[2015]), which is motivated by the study of
nuclear waste disposal. This work introduces the well-known system of equations
governing ionic transport and extends it by the elasticity of the solid part. The
coupling between fluid motion and deformation of the solid matrix was explored
in the earlier work (Mikeli¢ and Wheeler 2012). The authors show that by a
suitable choice of time scale, the deformation of the porous medium becomes
only weakly coupled to the electrokinetic system, which is advantageous for the
model implementation and numerical simulations. For completeness, let us note
that a non-stationary model of ionic transport consisting of the Stokes, Nernst-
Planck, and Poisson systems of equations was reported in papers (Ray et al. 2012a;
Schmuck and Bazant 2015)) and (Frank et al. 2011]), where the upscaling procedure
was treated using the two-scale convergence.

The bone in its dry state exhibits piezoelectric behavior, which is one of the
possible explanations behind mechanosensing and bone remodeling, as discussed
in (Miara et al. |2005). The bone is modeled as a porous material consisting
of a piezoelectric matrix and nested living cells. However, the authors consider
piezoelectricity as a sole effect and do not include ionic transport.

The connection between piezoelectricity and electroosmotic effect in the bone
was also discussed in (Lemaire et al. 2011)). The authors perform a multiscale the-
oretical investigation of electric measurements in the bone and expand the known
model of ionic transport by piezoelectricity equations. A general homogenization
is also proposed for this model. A more rigorous homogenization of this model
was proposed in an unpublished work (Rohan 2010)).

We arrive to a conclusion based on our research of the available literature that
although the ionic transport in porous structure is a well-known and studied prob-
lem, there are still several challenging issues. Namely, most of the papers cited
above concern the theoretical issues of mathematical modeling without numerical
simulations. As our interest lies in exploring this phenomenon, we are interested
in the implementation of these models as well. Thus, in this work, we explore
the available models of ionic transport through a deformable porous medium and
provide some insight into the upscaling procedure, which leads to the derivation
of homogenized models. We would also like to give some insight into the imple-
mentation of these models and explore the connection between microstructure and
homogenized tensors. We believe that this will lead to a better understanding of
the phenomena in the context of bone tissue modeling.
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1.4 Aims

Motivated by state of the art and identified challenges, this thesis aims to apply the
multiscale description of the cortical bone tissues to develop the microstructurally
oriented model of the transport of an electrolyte solution through an electrically
charged porous medium. This thesis explores the modeling of porous media with
an elastic or piezoelectric solid matrix. The main focus of this work rests in the
derivation of a suitable mathematical model for both these types of porous media
and studying the changes of their macroscopic behavior in response to variations
in the microstructure geometry. However, it also investigates the reconstruction
of macroscopic processes at a microscopic scale via the downscaling process.

Such a model, with a slight adjustment to a specific problem, can find a range
of practical applications. It can be used in geoscience to model swelling in clays
or nuclear waste disposal. In other fields, such as in energetics, it can serve as a
base for modeling fuel cells and liquid batteries. We are interested in the potential
application of such a model to cortical bone tissue modeling. However, through
the text of this work, the model of ionic transport is treated as generally as possible
to be easily expandable to other applications.

For better clarity, the aims of this thesis can be summarized in the following
points:

1. To apply available methods to derive the homogenized model of
ionic transport in deformable porous media and extend such model
by considering piezoelectric behavior of the solid matrix and non-
stationarity of the problem. The suitable choice of homogenization
method can also provide tools for the reconstruction of macroscopic variables
on the microscopic scale and thus give us information about both scales.

2. To implement the derived models and to investigate their behavior
on both microscopic and macroscopic scales by using numerical
simulations. The software SfePy for solving coupled PDE’s can be used to
implement derived problems on both scales. A simple geometry representa-
tion of both scales can serve to interpret the results of numerical simulations
easily. A set of simple boundary value problems provides information on the
macroscopic behavior of a porous medium. The reconstruction of the mac-
roscopic solution on the microscale has to be also implemented to observe
the effects at the microstructure level.

3. To provide mathematical formulations, computational and numer-
ical tools for the identification of indirectly measurable material
parameters. The optimization-based method can be used for the identific-
ation of such parameters. It comprises the derivation of sensitivity formulae
for differentiation of specific objective function and their subsequent imple-
mentation.

4. To apply the derived models in the modeling of cortical bone tis-
sue. This comprises the research of geometry and material parameters of
both microstructure and macroscopic specimens. The complex geometry of
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bone tissue structure needs to be suitably simplified for the numerical sim-
ulation. The behavior of the model (on both scales) is tested on illustrative
numerical examples.

1.5 Scope and outline

This thesis is composed of six chapters, including this introduction. The research
made on the subject by other researchers, in other words, state of the art, is
summarized and cited in Section [L.3l

Chapter [2| aims to define the porous media and to give a deeper understanding
of the problem of transport of a two-component electrolyte solution through a
porous body. It introduces the set of equations describing various electrochemo-
mechanical phenomena occurring on the microscopic scale of the two types of the
charged porous medium.

Chapter [3| focuses on mathematical modeling of ionic transport through homo-
genization. It introduces the basic theory behind the chosen upscaling procedure.
The two types of material that form the solid skeleton of the porous body are con-
sidered: the linear elastic material and piezoelectric material. The homogenized
model of ionic transport in a deformable porous medium is derived in Sec.|3.2l The
model of ionic transport is then extended to capture the piezoelectric behavior of
the porous matrix. The derived homogenized model is presented in Sec.

Chapter {| provides an insight into the discretization and subsequent imple-
mentation of the homogenized models. The effective coefficients relevant to both
mathematical models are quantified for varying characteristic parameters of the
microstructure geometry. Furthermore, this section introduces the numerical solu-
tion of both presented homogenized models and investigates their behavior on
simple numerical simulations.

At the beginning of Chapter [5| an overview of possible areas of application of
the proposed poropiezoelectric model is given. The rest of this chapter focuses
on their application to the modeling of the canalicular-lacunar network of the
cortical bone tissue. It provides information about the properties of micro- and
macrostructure and discusses the identification of material parameters. Sec.
proposes the process of identification of material parameters of dry cortical bone.
This identification procedure is then validated by simulation of a fictitious experi-
ment. The results of numerical simulation of the compression of single bone osteon
are then reported on in Sec[5.3|

Finally, Chapter [6] summarizes the results of this thesis. The future research
aims and topics are also discussed in this section



Chapter 2

Introduction to the ionic
transport in porous media

In this chapter, we would like to introduce the necessary theoretical background
needed to derive the ionic transport model in porous media. Firstly, we will
introduce the domain decomposition of the porous media. Then, we will explain
the theory behind charge distribution near the solid-fluid interface. And finally,
we focus on the processes occurring in each phase of the porous medium and their
mathematical description.

2.1 Definition of porous media

In general, a porous material is a heterogeneous material whose heterogeneity is
caused by the existence of cavities, channels or pores embedded on various scales
in a solid matrix. The main parameter, which characterizes the volume fraction
of pores in the whole body, is called porosity and is usually defined by

¢f o Vpores

= . 2.1.1
Vbody ( )

The pore space is usually saturated by a fluid phase, in which numerous mechanical
or electrochemical phenomena, such as fluid convection or diffusion, can take effect.
This is the reason why we cannot see the porous material as homogeneous or
even continuous material. Instead, to effectively work with the porous media,
homogenization procedures are widely used.

T2

T

Figure 2.1: Decomposition of porous body 2 into solid and fluid phase, €2, and
(2¢, that have designated parts of the external boundary, Jext{2s and Oex(2f, and
interface I'.



2.2 Electrical phenomena in the porous media 8

2.1.1 Domain decomposition

First, let us define the porous medium and its components. We consider porous
medium occupying a bounded domain 2 with boundary 9€2. The domain ) € R?
is described by the coordinate system 0, zq, xs,..., 24 , where d is the dimension
of the problem. It is composed of the fluid-filled pore space {1y and of the solid
matrix 0, = Q\Q;. The solid-fluid interface is defined by relations I' = 9Q,N9Q,
see Fig. 2.1} In the notation of parts of the domain €2, we used subscripts L for the
solid matrix and Uy for the fluid. This notation will be used throughout the rest
of the text also to denote the constants and variables belonging to their respective
phase.

Further, we need to define the outer boundary, O {2s C 02 and Ok £2y C 0N
such that

Oexe Qs = 00, \ T = 99, N 99,
OexsClp = U \ T = 0 N 092,

By the symbol 0§25 we denote the outer boundary of the solid matrix and
Oext§1y the outer boundary of fluid-filled pores.

2.2 Electrical phenomena in the porous media

The following text aims to introduce the theory behind the different electrical
phenomena in porous media. These occur naturally due to the adsorption of
particles, the difference of potentials between phases, or the movement of the
charged particles in the proximity of charged surface.

Inner Strern  Slipping
an\f*ﬂ‘jom plane plane

o\ 0% ol e ©
o] O 1Y ® i
® ONYi® @l ®
® sy, © 1 o
© DN @) |

v, O olelo) |

layer

Figure 2.2: Models of the electrical double layer: Left - comparison of poten-
tial distribution according to Helmholtz model (V) and Gouy-Chapman model
(Vee); Right - Distribution of potential W, near solid-fluid interface according to
Stern model.

2.2.1 Electrical double layer

This section describes the formation of the so-called electrical double layer (EDL),
which represents the ionic charge distribution in an electrolyte in the proximity
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of charged pore surface. Several models describing the distribution of particles in
the EDL were introduced throughout history.

The simplest approximation of EDL was given by Helmholtz, (Helmholtz|1879).
In this model, the surface charge potential is linearly dissipated from the surface
to the so-called inner Helmholtz layer, which lies in the distance of one molecular
radius, see Fig. [2.2] However, this does not occur in nature.

The Gouy-Chapman model introduces the so-called diffuse double layer in
which the change in concentration of the counterions near a charged surface follows
the Boltzman distribution, (Gouy 1910; Chapman [1913). This model provides
a better approximation of reality but still leaves something to be desired. For
example, it assumes that there are no physical limits for the ions in their approach
to the surface.

The most frequently used is the Stern model, (Stern |1924), sometimes called
the Gouy-Chapman-Stern model that will be described below.

Stern model

To accurately describe the formation of EDL, the Stern model combines both
Helmholtz and Gouy-Chapman theories, (Oldham [2008)).

Let us consider the solid phase to be charged by a small negative charge which is
constant in the whole phase. Thus, on the pore surface, attraction forces between
negative charges on the solid-fluid interface and positive ions in the electrolyte
solution cause the formation of an immobile layer of positively charged particles
with a typical thickness of one molecular diameter, see Fig. 2.2

The other component of EDL is the diffuse layer in which the attraction
between particles is strong enough to influence fluid movement. With increasing
distance from the pore surface, where the attraction forces decrease, the particles
in the electrolyte are mobile once again. There is a conventionally introduced slip-
ping plane that separates mobile and immobile fluid. It lies within the distance
defined by the so-called Debye length Ap. We will give the formulae expressing
Debye length later. Farther away in bulk, the attraction forces cease to affect the
ionic mobility and the solvent can be considered locally electrically neutral.

The effects of EDL on ionic transport depend on the pore size. We can dis-
tinguish three cases. In the case of too small pores, the attraction of ions can
be stronger than the convection of the fluid. Thus, the attraction forces prevent
fluid movement inside pores. On the other hand, in the case of too big pores, the
attraction between ions has almost no effect compared to the scale of the prob-
lem, so that it can be neglected. Instead, its effect is often approximated by the
"slip-velocity” boundary condition. Therefore, in this work, we consider that the
pore size is neither too big nor small, so that the effects of the EDL have to be
considered.

Symbol  Quantity Value Units
e Electron charge 1.6 x107¥ C

Ky, Boltzmann constant ~ 1.38 x 10723 J/K

T Absolute temperature 298 K

£ Dielectric constant 6.93 x 1071 ¢/(mV)

Table 2.1: Description of used electrochemical constants.
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2.2.2 The electrostatic potential of a phase

At the surface of any phase, separation of positive and negative charge components
occurs to create a region of varying electrical potential W. The electrical potential
U is defined as the work needed to move a unit charge from one point in an
electric field to another. Considering a medium that consists of the solid and fluid
phase, we can denote their electric potentials by W, and Wy, respectively. We may
assume that the electrostatic potential W, is constant in the whole solid phase for
modeling purposes. The situation in the fluid phase is more complex due to the
occurrence of EDL, see Fig. 2.2l In bulk, i.e. in a significant distance from the
solid-fluid interface, we may consider the electrical potential Wy, to be constant.
However, near the interface where the two phases come into contact, ions tend to
arrange themselves to minimize their free energy. These effects result in a so-called
Poisson-Boltzmann distribution of electrical potential in the double layer denoted
by Ugpr,. To express the electrical potential in fluid W, we recall the definition
of electric potential. The work done in bringing an ion « up from bulk to a point
in EDL is the electrical work done on or by the ion as it moves in response to the
ﬁeld, thus \Iff = \I]EDL — \Ijbulk-

Potential at the solid-fluid interface

As we pointed out, we may assume the constant electrostatic potential W, in the
whole solid phase. On the solid-fluid interface and in its close proximity, the
electrostatic potential is assumed to be the same as on the surface of the solid
phase. When measured by the standard electrokinetics method while considering
no-slip hydrodynamic condition on the solid surface, the potential on the solid-
fluid interface is usually known as (-potential. This parameter is widely used in
the definition of EDL, as it is the potential at slipping plane, see also Fig. 2.2
However, the (-potential is more related to the electrochemical properties of the
system and in many cases cannot be defined rigorously (Hunter [2001). More often,
the surface charge density ¥, which is proportional to the normal derivative of W,
is used instead.

Streaming current and streaming potentials

The streaming potentials are generated by the flow of the electrolyte in the prox-
imity of a charged surface. The fluid flow generated by nonelectrical forces, i.e.
flow generated by mechanical deformation of the solid, also causes the movement
of the ions in the same direction. This causes a potential difference between a point
upstream and a point downstream which generates a steaming potential. That, in
turn, causes the so-called streaming current in the reverse direction, which opposes
the mechanical transfer of charge via the fluid flow, causing back-conduction by
ion diffusion and electro-osmotic flow, see (Oatley-Radcliffe et al. 2017)).

External electrical field

Apart from the potential of a phase, we may consider an external potential W
taking effect. This potential is typically proportional to an externally imposed
electrical field E®*. The relation between external electrical field and exterior
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potential takes the form E™* = —V U™ Usually, the imposed electrical field E***
is considered small compared to fields that occur in the EDL. This assumption
enables us to linearize non-linear problems arising later in the text.

2.3 Processes in fluid phase

First, let us focus on the processes in the fluid phase. We consider the fluid to be
an electrolyte solution of two ionic species with different valencies z, , a = 1, 2.
The amount of each species in the electrolyte is characterized by its concentration
¢, and has an electrochemical potential 1, , (Hunter [2001)

o = 1o + kpTlnc, + ez, (2.3.1)

where 0 is the standard electrochemical potential expressed at infinite dilution,
kg is the Boltzmann constant, 7" is the absolute temperature, e is the elementary
charge and Wy is the electrostatic potential in the fluid phase.

Usually, we distinguish three processes that influence ionic transport. The first
is the solvent’s convective movement, which is characterized by convective velocity
w. The convective velocity is equal to the hydrodynamic velocity in the rigid
porous medium, but that is not the case in the deformable porous medium. The
second process is the diffusion of the a-th ionic species in the solvent characterized
by the diffusivity D°. And finally, the third is the effect of an electrical field on
the movement of electrically charged particles. In what follows, we introduce
the system of equations describing these processes in the pore space €2 filled by
the electrolyte solution. We give all the values of electrochemical constants used

through this text in Tab.

Remark 2.3.1 (Steady and quasi-steady processes) This work considers two
states of the electrolyte flow in porous media: steady state and quasi-steady state.
By its definition, the process is in a steady state if the variables that define the
behavior of the system or the process do not change in time, thus rendering all
time derivatives zero.

When the process is in a quasi-steady state, the system’s variables may be
time-dependent and their time derivatives do not vanish. However, we assume
that all the processes are happening slowly enough, that all the inertial effects are
negligible. We will always specify the considered state in the text. When using
phrases as “time-dependent” or "non-steady state”, we always refer to the quasi-
steady state.

2.3.1 Eulerian mass conservation law

Let us introduce the Eulerian mass conservation law, for each species indexed by
a?

a;;%—v- (Jo +weca) =0 in Qp, a0 =1,2. (2.3.2)

In (2.3.2) the effects of diffusion and migration caused by an external electrical
field are unified into the so-called migration-diffusion flux j, given by
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¢, D
_LeTaygy, = 1,2 2.3.3

ot VM a (2.3.3)
The migration-diffusion fluxes j, hold a no-flux condition on the solid-fluid inter-
face I’

Jo =

Jo-mn=0 onla=1,2, (2.3.4)

where n is the unit outer normal to €2y.

2.3.2 Electrokinetics

As was mentioned above, the electrokinetics of the fluid phase is characterized by
the electrostatic potential W¢, which is given as a solution to the Poisson problem

N=2
SA\I/JC = —€ Z ZBCB in Qf, (235)
B=1

where £ = £,.& is dielectric coefficient of the solvent that is assumed to be
constant. The corresponding electrical field E is given by E = —VW¥ ;. We assume
that the surface charge —X; is present at the solid-fluid interface I', thus the
boundary condition reads

quff N = —Ef on I (236)

2.3.3 Modified Stokes problem

As mentioned above, in the case of the rigid porous medium, the convective ve-
locity w equals to the hydrodynamic velocity v of the solvent. The velocity v is
given by a modified Stokes problem where the driving forces are considered to be
an external body force f and en electric force that acts on the fluid thanks to the
presence of charged ionic species. The modified Stokes problem reads

N=2
Vp—npAv=psf —e Y 23¢5V¥;  in Qy, (2.3.7)
f=1

electric force term

where p is the fluid pressure, 7y is the dynamic viscosity of the electrolyte,
and py is the fluid density. We consider the solvent to be incompressible; thus, we
complete the Stokes problem by the condition of incompressibility, which reads

V-v=0 inQy. (2.3.8)
(2.3.7) is equivalent to the equilibrium equation for the fluid
—V'O'f :pff in Qf, (239)

where o is the stress tensor of the fluid phase. It is a usual viscous stress
tensor supplemented by a Maxwell 2nd order tensor 7); = £ (E ®FE — %|E|2I )
and it reads

1
o =—pl+2nre(v) +& (E ® E — 2|E\21) : (2.3.10)
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where e (v) = 1 (V'v + (V'U)T>. Let us note that while considering the porous
medium to be rigid, the influence of solid matrix on fluid phase can be expressed
only by boundary conditions. Thus, the model of ionic transport in such a medium
is given by (2.3.2)-(2.3.8). We expand this model to the case of a deformable porous

medium in the following section.

2.4 Processes in solid matrix

In the following text, we propose two types of material models to describe the
solid phase €),. First, we introduce the standard linear elasticity model while
assuming the solid phase to be deformable. The second model describes the piezo-
electric solid phase, i.e. one that generates electrical potential under mechanical
stress. We will later use both material models in an upscaling procedure, which
will result in two two-scale models describing ionic transport in poroelastic and
poropiezoelectric mediums, respectively.

2.4.1 Elastostatics

We consider the solid matrix to be deformable, while assuming only small de-
formation and rotation, which are usual assumptions of linear elasticity theory.
The elastic properties of the matrix are characterized by an elasticity tensor
A = {A;ju}. The Cauchy stress tensor o is given by the Hooke’s law

o;=Ae(u), (2.4.1)

where u is the displacement field and e (u) is the strain tensor given by strain-
displacement equation

e(u) = ; (Vu + (Vu)T) : (2.4.2)

The fourth-order elasticity (or stiffness) tensor A = {4, } is symmetric positive
definite tensor with symmetry A;jx = Ajitr = Awi; - The displacement w is then
given by the linear elasticity equation

—V-.o,=-V:(Ae(u)) = psf in Q, (2.4.3)

where p; is the density of solid.

In the case of the deformable medium, the convective velocity w is not simply
equal to the hydrodynamic velocity v. By extending the solid deformation velocity
to the fluid part, we define convective velocity by

ou
wW=v— —. 2.4.4
T (2.4.4)
The last step is to define boundary conditions. On the solid-fluid interface I we
should ensure continuity of the normal stresses and velocities

Ou=wv onl, (2.4.5)

o;rm=0s-n onl. (2.4.6)

The assumption of a deformable porous matrix will bring even more complexity
to the model of ionic transport, but as will be shown later, introducing some

simplifying assumptions will lead to only weakly coupled relations between the
ion transport equations and elasticity.
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2.4.2 Piezoelectricity

In this section, we would like to expand our model by assuming the solid matrix to
be piezoelectric. Piezoelectric materials produce an electrical charge in response to
applied mechanical stress and vice versa. Properties of such material are described
by an elasticity tensor A = {A;;x }, a dielectric tensor d = {d;; } and a piezoelectric
coupling tensor g = {gi; }-

One of the determining properties of the piezoelectric coupling tensor is its
symmetry type. The third-order piezoelectric coupling tensor gp;; has the sym-
metry grji = grij.- In the technical practice, the symmetric indices ¢j are usually
replaced by a single index as

11—1, 22—2, 333, 23—4, 31—5, 126,

and the third-order piezoelectric tensor can be written in its symmetrical form

Gu G2 Giz Guu Gis G
g = Go1 Gaa Gaz Gag Gas Gag (2-4-7)
Gs1 Gz Gzz Gsa Gss Gasg

It has a maximum of 18 distinct components, but this number can be signific-
antly reduced if certain symmetries exist in the material crystal structure, (Zou
et al.|2013)). The piezoelectric materials are classified into symmetry groups which
are characterized by specific sparsity and symmetry patterns of the tensor g, see
(2.4.7)).

The linear constitutive equations for piezoelectric material are

o? = Ae(u) — g' VU,

2.4.8
D, =ge(u)+ dVVYy,, ( )

where o? is stress tensor and D; is electric displacement. The solid matrix pro-
duces an electric potential Wy in the solid in response to applied mechanical stress
according to the following relations

P = i
Voor=4oind (2.4.9)
-V - -D,=g¢q, in €,
where ¢, is electric volume charge. 1 is referred to as piezoelectricity equa-
tion and (2.4.9), as balance of charge equation.

Through (2.4.9), we introduced a new electrokinetic variable W, into the sys-
tem, which is separated from the potential of fluid phase W;. This separation of
variables is possible due to their different origin. To preserve their continuity, we
have to take into consideration the conditions on the solid-fluid interface, (Lemaire
et al. [2011)). To prevent electrical jump > on the interface, we consider surface
electrical charge ¥y = ¥, = ¥. Thus the interface conditions read

U=, onT,
(ge(u) +dVUy) - n=-X% on T, (2.4.10)

P.m=0oy-
ol -n=o0y-n onl.
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2.5 Conditions on outer boundary

Up to this point, we only provided the equations of the model and the conditions
at the solid-fluid interface. The conditions on the exterior boundary are yet to be
defined. To simplify the derivation of the two-scale model, we will assume that
the problem is L-periodic where L is the characteristic size of the macroscopic
domain ().

Remark 2.5.1 (L-periodicity) Let us assume that domain Q is defined as an
N-dimensional block with the length of side L > 0, so that

Q= ﬂ(o,L).

Any smooth variable ¢ is considered L-periodic if its value and partial derivatives
are the same on the opposing sides of the block €.

Following this remark, we assume V¢, Wy, c,, u,v and p to be L-periodic, unless
stated otherwise.

The assumption of L-periodicity proves helpful during the upscaling process
because it eliminates the need to deal with various conditions at the outer bound-
ary. At the same time, it can be limiting for simulation of real processes with
different than periodic conditions at the outer boundary. However, this limitation
can be dealt with as will be shown later, see Remark in Sec.



Chapter 3

Mathematical modeling of porous
medium

This chapter focuses on deriving a mathematical model of ionic transport in por-
ous media through the homogenization process commonly used to deal with highly
heterogeneous media. It provides insight into the chosen homogenization method
and the upscaling process that leads to deriving effective properties and a ho-
mogenized model on the macroscopic scale. Two types of material models that
describe the behavior of the solid phase will be considered in the following text.
For the sake of clarity, we will refer to the linear elastic porous medium by the
abbreviation LEPM and to the piezoelectric porous medium by PEPM.

3.1 Basics of homogenization

Homogenization is, in its basic form, the process of estimating the effective prop-
erties of heterogeneous media while using knowledge about the properties of their
components. Different approaches can be used in mathematical modeling of het-
erogeneous material with multiple phases, such as the mixture theory or the self-
consistent method. However, their specific requirements for microstructure geo-
metry often limit their applicability. In this work, we apply the unfolding homo-
genization method to model the macroscopic behavior of the multiphase material
while respecting its microstructure. Although the application of this method is
limited to periodic structures, it has the advantage of providing a general frame-
work that can be extended relatively easily. It also respects the geometrical ar-
rangement and material constitution of the heterogeneous media.

3.1.1 Porous medium with periodic structure
First, let us define a parameter £,0 < ¢ < 1 as a ratio

l

= — 3.1.1
- (3.1.0)

where L. is a characteristic dimension of the macroscopic domain and [ is a
characteristic dimension of the microscopic periodic structure. The parameter ¢
is called the scale parameter that characterize the size of the micropores.

16
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Figure 3.1: Domain () is generated by periodical repeating of copies of repres-
entative volume element (RVE) Y scale by . The RVE Y is decomposed into
solid and fluid phase, Y, and Y}, with interface I'y.

On the macroscopic scale, we consider the porous medium to occupy a domain
Q € R” which was defined in Sec.. The domain (2 is generated as a periodic
lattice by repeating the representative volume element (RVE) occupying domain
Y, with microscopic coordinate system (1, ys, ..., yq). The RVE Y is has the shape
of an d-dimensional block with the length of side j;

Y = ﬁ(o,gi) c R (3.1.2)

i=1

Similarly to the domain 2, the RVE Y can be divided into two subdomains Y
and Y} with interface I'y, such that

Y =Y,UY;Uly, Y;=Y\Y, Iy=Y,nY}. (3.1.3)

As was mentioned above, the RVE Y creates a characteristic sub-unit. By
periodical repeating of scaled copies Y¢ = €Y, we generate the whole domain (2,
see Fig. [3.1]

The shape and dimension of the RVE Y is naturally subjected to the micro-
structure of the porous medium. But for simplicity, we assume that the RVE Y
has a unit side length, i.e. §; = 1,7 = 1,2,3. This represents RVE Y as the unit
square in IR? or the cubic cell in IR®. Such representation of Y has a measure (in
R? volume of V) |Y| = 1.

Remark 3.1.1 (Notation) Through the rest of the text, we use the symbols V,
and V, to denote gradient operators with respect to x and y, respectively. In
order to simplify the notation, we will also use the following abbreviations: for
any function v € L'(Q;R)

1 1
A /vdy :][vdy and /|Y| /vdy :]é vdy, (3.1.4)
vy, Ya o "%, QxY,

where Y, C Y.
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3.1.2 Brief introduction to the unfolding method

One of the homogenization methods suitable for periodic porous media is the
so-called unfolding method (further referred to by the abbreviation UFM), first
proposed by (Cioranescu et al. 2002). The main idea behind UFM is to separate
the characteristic scales by decomposing any oscillating function into average and
fluctuating parts. The standard means of weak and strong convergence in L(2xY)
can be applied to obtain the limit problem for ¢ — 0 transformed by the so-
called unfolding operator 7.. This results in the homogenized coefficients that
characterize the influence of heterogeneities in microstructure onto macroscopic
behavior. These coefficients are used to define a new limit PDE system that
describes the homogenized macroscopic model.

The unfolding operator 7, similar to the dilatation operator, is the main tool
of UFM. Its definition is given below.

Definition 3.1.1 (Unfolding operator) The domain () is generated as a lattice
of scaled, non-overlapping copies of RVE Y® = cY such that

Q = interior [ \72, Yg =e(f+Y), (3.1.5)
¢eEs
where B° = {{ € Zle(§E+Y) C Q}. (3.1.6)

For any z € RY, let [2] be the unique integer such that z — [2] € Y. We may write
z = [2] + {x} for all z € RY, so that for all € > 0, we get unique decomposition

S —|—5{$} =+ ey, (3.1.7)
€ly €ly
where . .
yz{} ey, ¢=c|t (3.1.8)
€ly Ely

Based on this decomposition the unfolding operator Tz : L*(Q;R) — L*(Q x Y;R)
can be defined as follows: for any function v € L*({;R)

v(+ey), z€QyeY,

) (3.1.9)
0, otherwise.

Te(v)(2,y) = {

The unfolding operator Tz(v) has the following three important properties: For
all functions v and u € L*(; R) -

) [otoyia = | v [t =f T g
(i) TA(Va0(2) = -9 (To(0) (2 )

The relation between ”slow” x and "fast” y coordinates (sometimes also referred
to as "coarse” and "fine”) is illustrated by Fig.

As seen above, the unfolding operator transforms the integration domain €2
to 2 x Y allowing us to use weak convergence in a functional Sobolev space



3.1 Basics of homogenization 19

Y
N
/x ! y={F}
x
—_ S[?} v /
A2
&y, Vi
- _

Figure 3.2: Relation between macroscopic x and microscopic y coordinates,
(Rohan 2010)).

W(£2,Y) that possesses enough regularity for the functions defined in 2 x Y. The
decomposition of any function v into the "macroscopic” part and the "microscopic”
part is achieved trough introduction of a recovery sequence v™¢ associated with
the problem solution.

Definition 3.1.2 (Recovery sequence) The recovery sequence {UR’E} e — 0,
which is associated with the solution v¢ of a problem, is designed as follows:

v =02 (z, 1 /) + ev' (z,z/¢),

To (0% (2)) = (€ + ey, y) + v (€ +ey,y),

where we consider decomposition of x and y according to (3.1.7)) and (3.1.8]) and
both v*¢(z,.) and v'<(x,.) are Y-periodic. The following convergences are taken

into account

(3.1.11)

0" — 0%(z) weakly in H' (), (3.1.12)
ﬁ(vo’s) — 0z, y) weakly in W(Q,Y), (3.1.13)
72(1)1’8) — vl (z,y) weakly in W(Q,Y), (3.1.14)

where v°(x) is the mea value of v°(z,y) given by |Y]7! [, v°(x,y) dy.

This method also respects the microstructure of the porous medium and provides
us with tools to reconstruct the macroscopic solution on the microscopic scale.
However, the reconstruction procedure will be discussed later, see Sec. [3.3.8

We provide only a brief introduction to the main principle of this homogen-
ization method and refer to (Cioranescu et al. [2002; Cioranescu et al. 2008) for
its more detailed description. However, to give a general idea of the process, we
list the main steps of the unfolding method that we use to derive a homogenized
model of a porous medium.

Basic outline of unfolding homogenization method:

1. Simplifying the microstructure of porous medium to periodically repeated
representative volume element Y.

2. Decomposition of the problem variables into "macro-” and "microscopic”

coordinates through the introduction of so-called recovery sequences.

3. Unfolding the problem describing porous medium into domain €2 x Y by
applying the unfolding operator.
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4. Passing the problem to the limit for ¢ — 0 by using properties of the un-
folding operator 7, which results in the two-scale limit problem.

5. Decomposition of limits as linear combinations of corrector base functions
and thus obtaining the so-called splits.

6. Definition and subsequent solution of locals problems on the RVE Y, which
determines the corrector base functions.

7. Determination of effective material coefficients from corrector base functions.

8. Definition of homogenized macroscopic problem in which the effective ma-
terial coefficients occur.

The following text will employ these steps to derive the effective macroscopic
model of ionic transport in porous media.

3.2 Model of ionic transport in deformable por-
ous medium

The mathematical model of the deformable porous media (i.e. linear elastic porous
media or LEPM) consists of (2.3.2)-(2.4.6), where the convective velocity w is
defined by (2.4.4). This relation causes coupling between displacement u and
electrokinetic variables.

It has been shown, (Allaire et al. [2015)), that for a steady-state problem, where
all the time derivatives vanish, the electrokinetic system can be considered de-
coupled and treated separately. Thus, as we show below, the homogenization
of the problem splits into three separate parts: homogenization of electrokinetic
system, homogenization of Poisson-Boltzmann equation, and homogenization of
elasticity. Then, the displacement w will become weakly coupled with the po-
tentials and velocity through the condition of stress continuity on the solid-fluid
interface.

The following section summarizes the main steps leading to the derivation of
an effective model of ionic transport through LEPM.

3.2.1 Dimensionless problem

In this part of the text, we will deal with the scaling of the mathematical model
given above to obtain a dimensionless problem. There are some significant benefits
to the scaling of mathematical models. The scale analysis of a mathematical model
may be used to identify small parameters, such as the scale parameter £ described
above. Another benefit of scaling is related to running numerical simulations, since
scaling simplifies the choice of values for the input data greatly and makes the
simulation results more widely applicable, see (Langtangen and Pedersen 2016)).
Let L. to be a characteristic size of domain €2 and [ to be characteristic
size of the microscopic level. We can define a small nondimensional parameter
e = l/L. < 1 which represents the period of periodic porous domain °. As a
consequence, we can rescale the domain Q¢ = Q /L, and space variable 2’ = z/L,.
Introducing L' = L/L., the rescaled domain becomes Q¢ = [1%(0, L").
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Having in mind the scaling of the domain, the dimensionless operator V' can
be defined by
V' =LV, V = (0). (3.2.1)

The dimensionless variables are expressed with help of the characteristic quant-
ities denoted by the subscript U.. As they are related to the scale parameter ¢,
we denote them all by the superscript LI°.

v w Wy

, v =—, w=—, C=—, & =— w =2 (3.2.2)

-
De Ve Ve ¢ e u,

p — g
where p. is characteristic pressure, v. characteristic velocity, c. characteristic con-
centration, u. characteristic displacement and ( stands for the (—potential men-
tioned in Sec. [2.2.2

Following (Karniadakis et al. 2005)), we may introduce an ionic energy para-
meter Kk = ,;—CT Since the surface charge density X, is given instead of the ¢
potential, it is reasonable to choose K = 1 and thus obtain ( as a characteristic

value of potential ¥ in form
kgT
¢ == (3.2.3)
e
The potential { also occurs in the definition of the so-called Debye length A\p. The

Debye length for a symmetric electrolyte with z; = —1, 2o = +1 reads

2 -1 2 -t
Ap = S(fcc (6221 zg) = | EkBT (626022%) : (3.2.4)

B=1

Let us remind that both (-potential and Debye length are involved in the definition
of EDL thickness as was explained in Sec. [2.2]

Next, we introduce a dimensionless parameter v that relates the ionic energy
parameter k = 1 and the characteristic length of microstructure [ to the Debye
length parameter A\p as follows

& 1)
y=—=—] . 3.2.5
KAD (AD> 329
Apart from this parameter, other two dimensionless parameters are employed
in the dimensionless form of the system ([2.3.2)-(]2.3.8]); these are the Peclet number
Pe,,a = 1,2, and the ratio between electrical and thermal energy N,, which are

defined b
e _ PkpTe, ely,

N, = .
/r/fDOc ’ gk‘BT

The introduction of these nondimensional parameters, as well as the introduc-
tion of the scale parameter £ into the system, is shown in the Appendix. [A]

What remains to do, is to define the dimensionless forcing terms which will be
denoted by [

Pe,

(3.2.6)

qjext E/ B E f/ B ‘&

¢ T B T pe
For future reference, we also introduce the dimensionless elasticity tensor A’ =
AE;! where E, is the characteristic value of elastic moduli.

Pt = (3.2.7)



3.2 Model of ionic transport in deformable porous medium 22

For the sake of brevity, we will skip the nondimensialization process and present
only its result, i.e. the dimensionless form of the problem. Instead, we refer to
Appendix [A] that describes the whole process of dimensional analysis of the quasi-
steady state of the presented problem.

The introduction of dimensionless quantities does unnecessarily complicate the
written form of the presented expressions. To simplify it, we will employ the
following notation:

Remark 3.2.1 (Notation of dimensionless operator and quantities) In rest
of the text, we will drop the prime U when referring to dimensionless forcing
terms given by , rescaled length L' of domain Q° and dimensionless elasti-
city tensor A" = AE-Y. From now on, symbols f, ¥, 0t L and A will refer to
these dimensionless quantities, unless stated otherwise. In similar fashion, we will
drop the prime denoting a dimensionless operator V' and refer to it by V instead.

Dimesionless problem Using the dimensionless form of the system ([2.3.2))-
(2.3.8) we can introduce the following steady-state problem. For given f, U*** and

Yy, find (cg, Ue, p®, we, uE) which satisfy the following set of equations,

2
AW —Vp =—f+ ) 25c3 (1) VU5 in QF,
p=1
V-w =0 in O,
2 3.2.8
E‘:QA\I/E =7 Z ZBC% in Qa, ( )
B=1
V- (Peqw® +45) =0 in Q% a=1,2,
V- (de(u)) = f in 0,
with interface conditions
w =0 on I'°,
jo,-m=0 on I, a=1,2, 590
eVUS - n=—-N,% on I'%, (3:2.9)
Ae(u’)-n=05-n on I'“.
The ionic fluxes j,,a = 1,2, and fluid stress o% are given by
j,=—cV (ln e, exp(za\I/‘})) ya=1,2
(3.2.10)

_ 5 £ 1 £
o =—pI+2 e (w)+77'e (V\Iff ®@ VU — 2|V‘1’f|2I) :

Concentrations 3, sum of potentials (¥ + W**'), convective velocity w*® and pres-
sure p° are L-periodic on 27. We also recall that the given surface charge density X
is constant due to the assumed constant potential ¥, in the solid phase. Introduc-
tion of the parameter € into , 3 and 2 is a natural consequence
of the adimensional choices and dimensional analysis of the system. For a better
understanding, how we introduced this parameter into the system, we refer to

Appendix [A]
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3.2.2 Linearization

To apply the homogenization efficiently, the system f must be lin-
earized. For this, we need to assum that applied fields U*** and f are sufficiently
small. As a consequence, the state variables are only slightly perturbed from
equilibrium, which justifies the linearization.

Following the linearization procedure in (Allaire et al. 2013b), any unknown
a® can be decomposed into its equilibrium part a®®® and its perturbation aP®*.
Thus, we consider following splits

Calw) = (@) + ™ (x),  Wp(w) = W (x) + W™ (),
w® () = w(x) + WP (2),  p(x) = pix) + p" (), (3.2.11)
w'(x) = w(x) + u (),

The equilibrium quantities labeled superscript LI°4, are solutions of the system
f for f = 0, U™ = 0, w*»* = 0 and, by the consequence, zero
diffusive fluxes j5, = 0; the last statement follows from (3.2.8),, (3.2.9)), and
1. Since the convective velocity vanishes at the equilibrium, we can state
we(z) = wPe(x).

Equilibrium state quantities

The equilibrium solution defines the reference state of the electrolyte such that the
linearized state problem governs the perturbations. The existence of equilibrium
solution (cgb, Wih", p°d®, 4°4<) was shown in (Allaire et al. 2013a), whereby the
three fields cgl<, UG and p*@© satisfy the following two relationships,

4 (x) = o €Xp(—2a U5 (),

«

2
P Z

(3.2.12)

where ? is the characteristic concentration in the bulk which represents the con-
centration of the a-th ionic species in a pore of infinite size. As a consequence of
, the concentrations ¢t and subsequently the pressure p®®* are determ-
ined by the potential W'™".

To compute \Ifeq’ the asymptotic analysis of the dimensionless Poisson-Boltzmann
equation given by (3-2.8)3 and (3.2.9)3 has been treated in (Allaire et al. 2013a)).
Therefore, for the sake of completeness, we only provide the resulting expressions
here. Substituting equilibrium concentration ([3.2.12)); into the Poisson-Boltzmann

(3:2.8)3 and (3.2.9)3, one gets

2
2 2 eq,e b eq,e 3 3]
e“VU zvgzcexp—z\IJ in %,
’ p=1 05 (=25 (3.2.13)

VI n=— N,%¢ on I,

where the L-periodicity of ‘Iieq’ is prescribed on the external boundary Ou.{23.
The solvability of (| m for homogeneous Neumann condition, 7.e. the in case
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that X = 0, requires that the r.h.s. of (3.2.13), integrated in {2 must vanish. This
is satisfied provided the so-called electroneutrality condition in bulk holds,

2

> zpch = 0. (3.2.14)
B

We adhere to this condition, hence the existence of a unique solution W}* €
H,(€27) is guaranteed, see (Allaire et al. 2010). From the physical point of view,
it ensures that W%" vanishes for the zero surface charge.

Although we assume X to be a constant defined on the interface I'*, even for a
periodic distribution of charges 7:(X) = f](y), y € I'y, the problem (3.2.13)) yields
eY-periodic solutions W% in €%, recalling the “macroscopic” L-periodicity on
Oext(25. This property allows us to consider only the local problem in the zoomed
RVE represented by cell Y.

Then,
Uit (z) = Uil(y),  c(z) = '(y), (3.2.15)
where concentrations ¢¢4(y), o = 1,2 obey the form of the Boltzmann distribution
y) = & exp(—z ¥ (1)) (3.2.16)

The potential W5 (y) € Hy(Y}) is a solution to the Poisson-Boltzmann equation
(3-2.13) imposed in Y}, in particular

2
V20 =y 37 25k exp(—230%Y)  in Y7,
v 52;1 s xp(=2ly) ¥y (3.2.17)

Vy\lfjcq n=—N,Y only.

The notes on solution of problem given by are summed up in Ap-
pendix [B]

To conclude, by virtue of , the unfolded equilibrium concentrations
T-(c2%<) and the unfolded pressure field 7;(p°®) are Y-periodic functions. Moreover,
the unfolded displacements are also Y-periodic functions, whereby the macro-
scopic strains vanish. Therefore, we neglect any influence of the equilibrium dis-
placements field on the reference configuration associated with the linearization
procedure considered in what follows. Note that the equilibrium pore geometry
might be perturbed due to the local strains in Y.

Perturbed state quantities

As the further step in the linearization, the total electrostatic potential W$ is
decomposed according to phenomena that participate in the total electric field.
Thus, it can be given as a superposition U5 = W€ + oF + Ut of local particular
electric fields associated with the following potentials:

e imposed potential ¥***, which yields the external electrical field E = —V ¥
and is independent of ¢;

e potential W¢ reflects only the effects of the EDL on the ion distribution; in
equilibrium, W€ is a solution of ((3.2.13]);
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Equilibrium Electrolyte flow
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Figure 3.3: Potential decomposition near the solid-fluid interface in the equi-
librium and under the electrolyte flow. Left: Equilibrium state, at which the
potential of fluid phase consists only of the electrokinetic potential of EDL, so
that \Ifj’cq = P4 Right: Occurrence of streaming potentials &, = ®P°" and the po-
tential decomposition under the electrolyte flow and the effect of external potential
\I,ext.

e ionic potential @ (often referred to as the streaming potential) repres-
ents the electric field produced by the motion of a—th ionic species. In
equilibrium, ®¢ vanishes since both the convection w® and the ionic flux

ji, vanish. Thus, the ionic potential is identified by its perturbation only,
B (2) = 0

Since in equilibrium the ionic potential ®¢? vanishes and there is no imposed
potential Ut the total electrostatic potential in equilibrium WS is given only by
the electrokinetic potential of EDL, so that \I/‘}q = U and transforms
into the problem of U*? only. The decomposition of the potential in equilibrium
and under the flow is illustrated in Fig. [3.3]

Ionic concentrations can be expressed in the context of Boltzmann distribution,
so that

¢ (z) =’ exp [—Za (\Ifa(x) + O¢ (x) + \I/eXt(x)H . (3.2.18)

The introduction of ionic potentials ®¢, o = 1, 2, proves to be useful in the decoup-
ling of the electrokinetic system, as they effectively substitute the ionic concentra-
tions "¢ as the unknowns. Also, it will help to eliminate the boundary condition
(3:2.9)3 from the system because their choice does not influence the mobility of
particles, see (O'Brien and White[1978). The boundary condition ([3.2.13) is used
only to define the distribution of potential in equilibrium W=,

The linearization of (3.2.18)) by the first-order Taylor expansion yields
R (x) = — €0 (1) 20 (WPTF (2) + QR () + U () (3.2.19)

Further, following the work (Moyne and Murad [2006)), it is convenient to introduce
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the so-called global pressure P¢,
2
Pe = pPere 4 Z ng,ezﬂ (\I[per,a + (I)ger,e + ‘IfeXt) : (3220)
p=1

which consists of the hydrodynamic pressure perturbation pP“¢ and the osmotic
pressure, see (Lemaire et al. 2010D).
Finally, the decomposition of unknown fields (3.2.11]) is substituted into the di-

mensionless problem (3.2.8)-(3.2.10) and (3.2.19) is employed to express 2°"¢(x).

Note that products of the small quantities,e.g. (c2°¢)2, are neglected. Due to the
linearization and the introduction of the global pressure (3.2.20)), the nondimen-
sionalized problem splits into three subproblems that can be solved subsequently.

Linearized electrokinetic system Given the body forces f and potential We*t,
find L-periodic functions (wP®= P ®Pe WPere) and uP ¢ which solve the fol-
lowing three subproblems:

1. Electrokinetic problem: Find (wP®¢, P, ®P"¢) which satisfy

2V 2P — Y pPE = — 22: ZBC%q’e(V@ger’a 4 V\I’eXt) —f i Qjc,
=1
ﬁ VowP™ =0 in QF,
V- <czq’€ (V(I)ger,a Lyt 4 P;eawper,g>> _ 0 i Q‘}, (3.2.21)
wP* =0 onI®,

(VOPTE + V™) .y =0 on I*.

2. Electrostatic EDL problem: Find WP which satisfies

2 2
_82V2\Pper7€ + (Z cheﬁqyé) Jpere — — Z cheﬁq,a(q)ger,e + \I/eXt) in Q?z,
p=1 B=1

VUPTre.n=0 onI*. (3.2.22)

3. Deformation problem: Find uP®"® which satisfies

-V-(A per,eyy _ . 957
(Ae (wre)) = £ in 02 .
(Ae(uPf)) - mn=05-n on I'%,

with the linearized fluid stress given by

N=2
0% = =PI +2%e (wP™) + Y 25¢5" (UP° 4 @F + U T+
B=1
2
+ S (VT @ TIPS VPPE @ P — PPt L VTP T) | (3.2.24)
v

It is worth to note that, due to the linearization and decoupling into three sub-
problems, (3.2.21))4,(3.2.21))5, (3.2.22)5 and (3.2.23))s present standard boundary

conditions on the interface I'*, rather than transmission conditions, as it was in

problem (3.2.8)—(3.2.10)).
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3.2.3 Two-scale problem of electrokinetic system

In the following part, we use homogenization by UFM to derive a limit two-scale
problem from the system . First, we recall the geometrical structure of
the porous medium, which was described in more detail in Sec. 3.1 We consider
domain ° to be e-periodic, generated as a lattice of RVE Y composed of fluid
and solid part Yy and Y; and their interface I'y.

Let us also recall sthe olution of Poisson-Boltzmann equation in equilibrium
Ued (see Appendix [B|) and express the concentration ¢¢4(y) on the RVE Y as

¢3(y) = b exp(—za T (y)), (3.2.25)

where ¢? is the concentration in bulk. By this approach, the concentration can
be computed separately from the rest of the system and thus is eliminated as a
variable.

In order to apply UFM to the system ({3.2.21]), we have to express it in its weak
form first. First, we deploy functional spaces for the velocity and potentials.

Definition 3.2.1 (Functional spaces) Let O C R? be an open bounded domain
containing homologous surfaces ¥y C 0O and 3, C 00, such that 3, = 00 \ ¥y,
which make possible to introduce the notion of O-periodic functions. Further, let
O, CO,p=s,fand s = Os N Oy be the interface between the two subdo-
mains. The following functional spaces associated with the subdomains O, will be
employed,

H,(0,) = {ap € H(0,)*, O — periodic in x} ,
H%EO(OI,) = {cp € H'(0,)", ¢ =0 on Ty, O— periodic in x} ,
H#(Op) = {w € H'(0,), O — periodic in :1:} ,

where H*(O,) is the Sobolev space W2(0,), subscript p = s, f. In our setting,
domain Oy can be identified with X or with representative unit cell Y),.

Weak formulation

The weak form of decoupled system (3.2.21]) is obtained by using standard per-
partes integration and reads: Find (wP®™<, P, ®%) € HL(Q5) x [HL(Q5)]%,
such that

2

2 [ Vwre Vhdr+ [9(VP - f)do= Yz [ D (VOF - VIt da
Qe Q¢ B=1 Q<

f f f

Pe,
QS

(6%
£
0% ¥

[ v weds =0,
95
(3.2.26)

for all 9 € H,(Q5), ¢ € Hi(Q3) and ¢, € H,(Q3), a0 = 1,2.

To upscale this problem, we need to perform an asymptotic analysis. In the
following part, we provide the convergences necessary for passing (3.2.26)) to the
limit ¢ — 0.
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Convergences

The a priori estimates and the standard results for the homogenization theory, see
(Cioranescu et al.2008), enable us to assume, that the solution of is given
by the so-called recovery sequences which are defined in Definition [3.1.2] Applying
the unfolding operator 7. to the recovery sequences of variables wP®¢ P¢, and
orere o = 1,2 yields

To(w™(2)) = w'(,y) + ew' (2.y) + O(),

7;(PR’E(:U)> ~ P%(z,y) +eP'(z,y) + O(e?), (3.2.27)

T (085 (2)) = B0 (2, y) + @l (w,9) + O(e?), a=1,2
Next, we must choose the test functions with respect to the parameter € in a
suitable form. This can be most simply accomplished by considering test func-
tions with the same decomposition as the recovery sequences associated with the

corresponding variables. Application of the unfolding operator on the recovery
sequences of test functions ¥, ¢ and $,,a = 1,2 yields expressions analogical to

(13.2.27)), so that

Z(@R’E(ﬂﬁ)) ~ @O(x, y) + si}l(:c, y) + O(e?),
( 1 ( ) 3 (x,y) + 7' (z,y) + O(?), (3.2.28)
( Ex)N%(ﬂfy)era(ﬂ:yHO( Ha=1,2.

Moreover, the unfolding operator allows us to use weak convergences. Accord-
ing to (Allaire et al. 2015)), there exist limits (w’, P°) € L*(; H}(Yy)?) x L*(Q)
and {®), @}, _,, € (H'(Q) x L*(; Hy(Yy)))? such that following convergences
for e — 0 hold

T-(w®) — w. in L*(Q x Y}),
eT:(Vw') =V, w’ w. in L*(Q x Y}),
T.(P°) —P° s. in L*(9),
T(VP®) =V, P’ 4+ V, P! w. in L*(Q x Y}), (3.2.29)
T.({®5}) — {20} s. in L*(),
T.({Ve}) = {V.0) + V,®.} w. in L(Q x Y}),

fora=1,2.
Furthermore, (w?, P? {®%, ®11) is the unique solution of the corresponding
two-scale limit problem, which will be defined below.

Two-scale problem

To obtain two-scale problem, we start by adding the recovery sequences of the
variables wP®¢, P ®P"¢ and of the associated test functions 9,4, Doy = 1,2
into (3.2.26)). We proceed to apply the unfolding operator 7, see Remark ,
which enables us to translate the problem into two-scales as shown by (3.2.27))



3.2 Model of ionic transport in deformable porous medium 29

and (3.2.28)). The resulting expression is passed to the limit by using convergences
(13.2.29) for ¢ — 0. Let us demonstrate this process on the first term of ((3.2.26]);:

/ Vul(a): VO )de = T(Vwte(@) s T (VO™ (@)

QXYf

HO][ v,u’: v,

QXYf

We can apply the same procedure to the rest of the terms that occur in the weak
form (3.2.26]) of the decoupled electrokinetic system thus obtaining a two-scale
limit problem: Find (w?, P° {®% ®11) o = 1,2, such that

7[ V,w Vy{90+f B’ (VoP* +V,P' — f) =

QXYf QXYf

N=
=Yz D’ (V.05 + V,04 + E),

P=L axv;
][ PV, w’ =0, (3.2.30)
QXYf
e ePea 0 ~0 ~1
][ o —aw- (V;E(pa + Vywa) =
2o
QXYf

_ 7[ ¢ (V8 + V0, +E) - (V@ + V,8L)

QXYf

for any test functions 9 € HL,(Q3), ¢° € Hy(Q3) and @) € Hy(Q3), 0 = 1,2.

The local problems, relevant to the microscopic scale, can be derived from
the limit problem above, usually by letting vanish all the components of the test
functions, which are not relevant to the microscopic scale (i.e. ¢° = 0,9° = 0). We
recognized two different macroscopic fluxes in the limit two-scale problem, namely
(Vx(I)% + E) and (V,P° — f). Therefore, we introduce the scale decomposition
formulae of the limits w®, @), P! that read

) = L) (G20 + B 0+ (- G ) )

®l(x,y) Z 05 (y (gi% + Ek> (z) +05F(y) ( p — 25:) (z), (3.2.31)

= 2 (o + ) @+ 0 (- G ) )

where we introduced the two families of corrector base functions (wk, 7% 95k)

and (W% 7Pk 95k) 3 = 1,2, that are indexed by k € {1,...,d}. Recall that d is
the spatial dimension of the problem. Note, that the standard Einstein summation
convention holds.
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3.2.4 Two-scale problem of potential perturbation

We now turn to the (3.2.22)) for the potential perturbation WP, The process
of the asymptotic analysis remains the same, therefore we report on the most
important steps of the upscaling process.

Weak formulation

We assume that the functional spaces are given by (?77). By using standard integ-
ration by parts, we transform problem ([3.2.22]) into its weak form, which reads:
Find WP € Hy(€3), such that

N=2
2 / VUPTe ) da + 5/ (Z cheﬁq’a) UPehee) do =
o Q5 \A=1

S Z zﬁ/ (54 U dpde, Wiy € HY(Q)). (3.2.32)
p=1 Q5

Note that the functions c%q’a are already determined by the equilibrium solution
(13.2.12]).

Convergences

The approximation recovery sequence for the potential perturbation, after applic-
ation of the unfolding operator 7., reads

(07 (@) ~ W(a,y) + W' (2, ) + O(E). (3.2:33)

Note that we choose test functions w~f to have analogical decomposition. There
exist a limit WO € L*(€; H}(Yy)) such that the following convergences for &€ — 0
hold

T(TF) =~ 00w, in LA(Q x Y}),

3.2.34
T(eVU¥e) =V, 0 w.in L*(Q x Yy}). ( )

Furthermore, ¥°(xz,y) is the unique solution of the corresponding two-scale limit
problem given below.

Two-scale problem

We follow the same steps as in the derivation of the two-scale problem of elec-
trokinetics. By adding the recovery sequences of variable WP¢ and the
associated test function 1Z;f and by subsequent application of the unfolding oper-
ator T, we translate into its microscopic and macroscopic parts. Then,
using convergences , a limit expression is found. The limit two-scale prob-
lem reads: Find W° € H4(Q5) such that

N=2
]L V00V +57L (Z 25Cy ) Vo =83 2 ][ (DY + Uy
QxYy QxYy p=1 QxYy

(3.2.35)
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for all 1p~fo € H;#(Q?) Introducing the corrector base functions @w®, o = 1,2, we
may separate the fast and slow scale using a separation formula

z_j (y) (®h(x) + U™ (x)). (3.2.36)

3.2.5 Two-scale problem of displacement perturbation

Lastly, we homogenize the linearized equation for displacement perturbation uP®"¢
governed by , which are only weakly coupled to the electrokinetic system
discussed above. We do not provide rigorous homogenization (that can be found
in (Allaire et al. 2015)), only the main steps needed to obtain the homogenization
results.

Weak formulation

Once again, we employ functional spaces given by (??). The weak form of (3.2.23)
is obtained by integration per-partes and reads: find uP** € H #(Qi)d, such that

/Ae(uper’g) ce(v)dr = /a‘;n -odS + /f -vde, (3.2.37)

for all © € HJ(Q5)?. After application of the Stokes divergence theorem, it be-
comes

/Ae(uper’a) ce(v)dr = — /0'; :Vodr + /f -vdz, (3.2.38)

for all © € H(Q5)7.

Convergences

We introduce the recovery sequence for displacement perturbation and apply the
unfolding operator 7z, so that the following approximation holds

T2 (W) e, 3) + 2wl 9) + OE). (3230

We assume that the test function ¥ has the same decomposition. The necessary
a priori estimates can be found in (Allaire et al. [2015)). With their help it can be
shown that there exist limits u® € HL(Q%)? and u' € L?(Q; H3(Q5)?) such that
the following convergences for ¢ — 0 hold
To(uPe) — o’ w. in L*(Q x Yy),
T(VuP™s) = Vou + Vyu!  w. in LP(Q x Y)), (3.2.40)
T.(05) o) w.in LA(QxY)),

where

oy =—P(x)I + Z 28¢5 (y) (V0 (2, y) + O°(x) + U (a)) I

4yt (Vyllleq(y) ® V,V(z,y) + V,¥°(y) ® V, ¥ (y) — V, 0% (y) - V,0¥° (y) I ) :
(3.2.41)
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By applying the unfolding operator to ([3.2.38|) and by using convergences ([3.2.40)),
we get the two-scale limit problem for displacement perturbation.

Two-scale limit problem

The two-scale limit problem reads: Find u® € H(Q5)? and u' € L*(Q; H}(95)%)
such that

FoACer () +ey () 5 (e (3°) e (9)) =

QxYs

for all 9° € H}(Q5)* and o' € L*(; HL,(Q5)%).
Once again, it is important to separate the fast and slow scale by employing
the scale separation formula that reads

w(w.y) = 30 wly)ey (w(2)) — P(x)w” (y) + 3w )z (@2 (x) + (),

(3.2.43)
where w", w’ and w® are the corrector base functions that are obtained as the
solution of the three local cell problems given below.

3.2.6 Local problems

The corrector basis functions introduced in (3.2.31)), (3.2.36]) and are solu-
tions to the local autonomous problems (also cell problems) defined in subdomains
of the representative periodic cell Y. By virtue of linearization, which decomposes
the problem into three subproblems, the local problems are decoupled and
split into the following three groups:

e Group 1: two local problems related to the electrokinetic system with re-
sponses (wh* 7B 0§’k) and (w* ok, Hg’k), a,f=1,2, k=1,...,d.

e Group 2: one local problem related to the electrostatic potential in the EDL
with solution @w®, a0 =1, 2.

P

e Group 3: three local problems related to poroelasticity with solutions w%, w
and w“

All the six local problems are introduced below.
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Cell problems: Group 1

The first autonomous cell problem of this group is related to the macroscopic
pressure gradient: Find (w* wF, Qg’k) € Hyo(Yy), k=1,2,3, B=1,2

fvcu vaawf PV, ﬂdV—]Lﬁk—l—Zfzﬂcﬁ )9 - V,05k v,

1
ﬁyf

fqu cwh (y) dV =0,
Yy

F V@V 5 av+ fes@)Pesz; oV, - w (y)av =,
Yy Yy
(3.2.44)

for all test functions 9 € Hlo(Yy), G € L*(Y}), € HL(Yy)N.

The second autonomous cell problem that corresponds to the macroscopic dif-
fusive flux, reads for each species o = 1,2: Find (wa’k,wa’k,ﬁg’k) € H#O(Yf),
k=1,...,d:

fvyw E(y) VﬁdV+]£ k()Y - DAV = Z]Czﬁcﬂ (1) (Gape’ + V,03%) - D dV,

Yy p=ly,
]ﬁqu Wt (y) v =0,
Yy
Fesw)Pesz; 69, - () AV = — L5 () (Gase® + V,034)V, 2V,
Yy Yy

(3.2.45)

for all test functions 9 € HLo(Y?).q
denotes the canonical basis of R, k
Kronecker symbol.

€ L*(Yy),¢ € Hu(Yy)N. The symbol e
= 1,...,d and dy3,0¢ = 1,2,8 = 1,2 the

Cell problems: Group 2

The cell problem associated with the macroscopic ionic potential reads for each
species o = 1,2: Find the corrector base functions w® € Hy(Yy), oo = 1,2, such
that

fvyw -Vy,odV + fy]L Z zéc%q )w”‘@ dV = — f’yzicgq(y)w dV, (3.2.46)
vy P=1 Yy

for all test functions ¢ € H(YF).

Cell problems: Group 3

The following three cell problems are relevant to the homogenization of displace-
ment perturbation. One can realize that the first two cell problems are identical to
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the ones that occur in the derivation of Biot’s poroelasticity equation, e.g. (Rohan
et al. 2016b)).
The first cell problem reads: find w” € V*(Y,)¢, £ w” dV = 0 such that
Y,

ay, (w + 117, &) =0, (3.2.47)

for any test function v € H;E(}/'s)d. The symbol IT¥ denotes the so-called trans-
formation vectors IV = (IT}/), 4,4,k = 1,...,d with I/ = y;d;; that enable us to
establish local displacements defined in Y generated by an affine transformation
of macroscopic strains e, (u); it holds that e, (Hij efj(uo)> = e, (u?).

The second cell problem reads: find w” € HL (Y;)?, ;F w?” dV = 0 such that

ay, (v, %) = — f - nds,, (3.2.48)

Iy

for any test function € H (Y;)%.
Finally, the third cell problem that connects displacement perturbation and
ionic potentials reads: Find w® € H (Y. ok ffaw dV = 0 such that

ay, (w®, ) = — 7[ - - ndS,—

— 7[ (V, 0% @ V, @ + V,w" @ V, U — V, 0 . V,wT) - ndS,,
(3.2.49)

for any test function ¥ € Hi (Y;)%.

3.2.7 Macroscopic model

By virtue of the homogenization method, the limit two-scale equations (3.2.30),
(3.2.35) and involve cell integrals of the two-scale functions which can be
expressed in terms of the corrector basis functions. Below we list the expressions
of homogenized coefficients which constitute the effective material parameters of
the upscaled porous medium, (Allaire et al. 2013a)).

The first group of corrector functions defines the following homogenized coef-
ficients

N/ —fw el dv,

,Clk :][ ka - e dV

(3.2.50)
aB e o,k
DY 7[ J (w y) + Peﬂ( " dup + V05 (y))> eV,

2o

=f () (W) + V05 () -elav,
Yy “
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where IC = (Ky;) is the permeability tensor, D*? = (D?) are diffusivity tensors;
in particular D’ describes diffusion of species a due to the streaming potential
gradient of the species §. Tensors J* = (J53) are related to the flow driven by
ionic potentials, and L% = (L) , also known as the coupling tensor, expresses
the diffusivity of a-th species due to the global pressure gradient.

The second and the third group of the corrector functions constitute the
poroelastic coefficients modified by the presence of the streaming potentials and
the external electric field,

Azgkl ( Yoy H”, w + Hkl>
Bij =6i¢; + ay, (w”, TIV),

Cg =ay, (w*, I7) + Z 2ol f ¢y )+ 6.5) AV + (3.2.51)

T (V05 @ V™ 4 V@l V0 — VU V) A,

Yy

The tensor A = (A is the fourth-order positive definite effective elasticity
tensor of a drained skeleton, B = (B;;) is the Biot’s coupling tensor related to
the pressure. These effective coefficients are sometimes referred to as the Biot
poroelasticity coefficients.

The coefficient C* = (Cf}) is the tensor responsible for weak coupling between
electrokinetics and poroelasticity.

The macroscopic problem can be derived from the two-scale equations ,
(3.2.35) and , usually by letting all the components of the test func-
tions, which are not relevant to the macroscopic scale, vanish. The resulting
system of equations can be rewritten in terms of the effective coefficients, see
(3.2.50) and , and thus, the dimensionless macroscopic problem reads:
Find (P°,®° ) € (L?(Q) x L?(2) x HY()),a = 1,2, such that

- Z /Jﬁ (V.09 + E)V,qdV + /rc(vxpo — f)VaqdV =0,
B=1q Q
_ Z /Daﬁ (V.09 + E)V,ip dV + /La(vxpo — F)Vathyp dV =0,
P=1a o (3.2.52)
/.Aex () : e, (3) AV - /BPO e, () dV—
Q

”M“

/ (@9 + o) - ex(i))dV:/f-'de,
Q Q

for all test functions ¢ € L?(2), p € L*(2) and v € H'(Q). The equation (3.2.52)3
is the so-called extended Biot equation and it is weakly coupled to the electrokin-
etic system 1 and 2 through coefficients C*.

One may recall that for the derivation of the homogenized macroscopic model
(3.2.52)), we did assume L-periodic boundary conditions on the outer boundary 02,
see also Remark [2.5.1] This assumption simplified the homogenization process, as
it eliminated the necessity to deal with upscaling of various boundary conditions
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on I0. As we already discussed in Sec[2.5] this limits the applicability of the
derived model to periodic problems only, however. To extend the model
(3.2.52)), so that it can be used for other than periodic problems, we propose its
treatment in the following Remark.

Remark 3.2.2 (Dealing with L-periodicity) By virtue of per-partes deriva-
tion, we may obtain the differential (sometimes also strong or classical) form of
the problem (3.2.52)). Then it is possible to forgo the assumption of L-periodicity
and split the boundary O0S) into parts, such that for any variable ¢ we may im-
pose the classical Dirichlet type condition on the part of the boundary 0,8 and the
Neumann type condition on the part of the boundary 859 =00\ 0,9.

Following Remark [3.2.2] we introduce the macroscopic homogenized equations
in their differential form (for o = 1,2)

2
~V, - (Aey(u)) + V, - (BPO + lecﬁ(cbg +U) | = f in Q,

2
V- (Z T (V8% +E)—K(V,P"—f)| =0 inQ,  (3.2.53)
B=1

2
v, - (Z DY (V. +E) - LYV’ ~f)] =0 inQ,
B=1

where we distinguish the fluid seepage velocity w®, the porous body stress o and
the ionic diffusion fluxes 5, = 1,2,

2
w =Y JV, 0} +E) - K(V,P'— f) inqQ,
B=1
2
o = Ae,(u’) — P’B— Y CP(®) + ™), inQ (3.2.54)

B
2

=3 D (V. B4+ E) - LYV, P'—f) inQ, a=12

(03
p=1

The total velocity w® can be split into the pressure driven velocity w, and the
potential driven velocity we,_, o = 1,2

w, = —IC(V,P° — f) inQ,

3.2.55
we, = J* (V. +E) inQ, a=1,2 ( )

The formulation of the macroscopic homogenized problem is based on the
system that must be completed by a suitable set of boundary conditions.
Following Remark[3.2.2] we impose the Neumann type conditions on the respective
parts of boundary, so that

n-o'=a, on 9YQ,

n-jo =ja, o095 Q a=12 (3.2.56)

n-w’ =w, on I
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whereby the complementary Dirichlet type conditions must be imposed as follows

u’ = u, on 0,0,

P° =P, on 0p9, (3.2.57)
Y = ®,, on 95,0, «a=1,2.

Above, all quantities marked by the bar, U are given.

By this process, we introduce different than periodic conditions to the system.
However, the weak formulation is fundamental to the application of the finite ele-
ment method (FEM) and is necessary for numerical modeling (see Chapter ). We
obtain the weak formulation by employing per-partes integration to the —
. This weak form of the macroscopic problem has no limitation of L-
periodicity imposed on the boundary conditions.

In this section, we did derive the homogenized macroscopic model describing
the steady state of the flux of a symmetric electrolyte in the solid skeleton made
of an elastic electric conductor. In the following part of this work, we will deal
with the non-steady flux of the same electrolyte but with the solid skeleton that
exhibits weak piezoelectric properties. This will essentially serve as an extension
of the problem ([3.2.53))—(3.2.57)).

3.3 Model of ionic transport in piezoelectric por-
ous medium

In this section, we would like to expand the presented model by assuming the
piezoelectric solid matrix. As we stated above, we will refer to this type of por-
ous medium by PEPM. The material of the solid skeleton is characterized by an
elasticity tensor A = {A;;u}, a dielectric tensor d = {d;;} and a piezoelectric
coupling tensor g = {gk;;}. The homogenization of such material will lead us to
the coupled model, which cannot be simplified easily.

To describe the behavior of the PEPM solid matrix, we simply substitute the
piezoelectric constitutive equations into the balance equations . We
get the system of equations that describes the processes in the solid phase and
complete it by the interface conditions so that it reads

~V-(Ae(u)—g"VV¥,)=f inQ,

—V - (ge(u)+dV¥,) =g, inQ,,
UV,=V, onl (3.3.1)

(ge(u) +dVV¥;) - n=-% onl

ol -n=o0y-n onl.

To form the mathematical model of transport of an electrolyte solution through a
PEPM, we have to complete the by the system — that describes
processes in the fluid phase.

We will consider the quasi-steady state of the problem as described in Re-
mark [2.3.1 This will enable us to extend our model even further. Assuming
that there exists a semi-permeable membrane on the interface I', the ionic ex-
change between phases can occur. This is characterized by the change of interface
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condition on migration-diffusion fluxes ({2.3.4)), which becomes

o 0¢a

ot
where k, are coefficients quantifying ionic surface exchanges, see for example
(Lemaire et al. 2010a).

As some of the equations remain the same for both types of solid phase, we
will only report on the new and changed ones.

Jo-n==Fk onI'a=1,2, (3.3.2)

3.3.1 Dimensionless problem

We apply the same approach as the one presented in Sec. to obtain the
linearized dimensionless equations describing the behavior of PEPM. The dimen-

sional analysis of ([2.3.2)—(2.3.8) remains the same, thus, we provide a procedure
to obtain dimensionless and linearized form only of (3.3.1]) in the following text.

To obtain a dimensionless form of (3.3.1), we use the same dimensionless
choices as in Sec. |3.2.1] In addition, we introduce dimensionless piezoelectric
coupling g’ and volume electric charge ¢, in the following manner,

gl = g/gc> qs/ = quCEC/(ngC)7

where a g, is the characteristic value of piezoelectric coupling. Then, we employ
the following dimensionless parameters

o kBTgc o Esk’BTEC . ECEC
I gelpee P pege

) v —
The introduction of these parameters into (3.3.1)) leads to derivation of its
dimensionless form. To simplify the notation, the superscripts L' were dropped,
for reference see Remark [3.2.1]

(3.3.3)

Ip.e

Nondimensionalized problem

The equations of dimensionless problem consist of system (3.2.21))-(3.2.22)) that is
completed by the dimensionless form of (3.3.1]) which reads

~V-(Ae(u) —eM,g"V¥) =0 in Q,
— V- (cge(uf) + e*MydVV©,) = C,q in Q,
(Ae(u) —eM,g"VVe,) - n =

g 1 3.34

= (—pEI+2526(w)+€ﬁ<E6®E€—2|E€]2I>> ‘n on I, ( )
¢ =V on I,
(ge (u°) — eMydVVE) - n=—-C,% on I,

It is evident from dimensional analysis that the dielectric tensor d = {d;;} and
the piezoelectric coupling tensor g = {gx;;} have the following scaling:

g
d = &%d,

€g,
g } in Q. (3.3.5)
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This scaling is typical for weakly piezoelectric materials and is in agreement
with the analysis performed in the paper (Lemaire et al. [2011) and also (Rohan
and Lukes [2018). Let us remind that the introduction of the scaling parameter &
into the system via dimensional analysis is described in Appendix [A]

It should be noted that different scaling of these coefficients will naturally result
in the different effects of the piezoelectric coupling on the macroscopic behavior.
More insight into the homogenization of piezoelectric material with different order
of scaling can provide the works (Miara et al. [2005) and (Rohan [2010)).

Since we consider a quasi-steady state of the problem, we can treat the model
describing ionic transport through PEPM as coupled through the conditions on
the solid-fluid interface only. Let us note that the fully time-dependent problem
would be more complex. Its treatment would prove difficult because the system
of equations would become strongly coupled and the solid-fluid interaction would
have to be treated more carefully, see e.g. (Mikeli¢ and Wheeler [2012)).

3.3.2 Linearization

Using the same approach as in Sec. [3.2.2] we want to linearize the equations
describing PEPM in the proximity of equilibrium. Thus, we need to prove the
existence of an equilibrium solution for the piezoelectric part of the problem (3.3.4))
first.

Solution in equilibrium

From the definition of equilibrium we get the following: There are no imposed
external forces f =0, ¢ =0, V™" = 0 and all fluxes are zero jo* = 0,5 - n =0
and Vlog(ce® exp(z,V5")) = 0. Consequently w*?® = 0 and u*4® = u**(x).
The process to obtain the equilibrium solution is similar to the one stated in
Appendix
Basically, we search for a solution of the following problem: find u®¥ and W4

such that

—V - (Ae(u™) —eM,g"VI) =0, in

~V - (ege(ul) + 2 MydVVP) =0 in Q, (3.3.6)

(Ae(u) —eMy,gVVs) - n=C,X onl.

Following the approach by (Moyne and Murad 2003) we find out that displacement
and potential of the solid are of type

w —cal (L), v (T) weqr (3.7
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where both w! and W% are Y-periodic functions defined as a solution to
Vy - (Aey (’u'Tll') —~ M,g"v,¥)) =
Vy - (gey (u71r) - M\I’aTvy\I](s))
(gey (ul) — Myd' V,00) - n =0, onTy
(Aey (uy) — Myg"V,0?) - m =

0, inYj,
0, inY,

2 1
= (— > cylexp —zg U + 1 <Vy\11§q ® V, Ut — 2|Vy\I/§iq|QI> -n, only.
p=1

(3.3.8)

Similarly to the equilibrium solution of the Poisson-Boltzmann problem, see

Appendix , the Neumann boundary condition appears only in the equi-

librium solution and we can eliminate it from the problem of perturbations during
linearization.

The process of linearization is performed as in section Sec. by splitting

all unknowns into their equilibrium and perturbation parts. In the case of PEPM,

we will extend the splits (3.2.11)) by

Vi) = W (x) + W™ (),

and knowing the equilibrium solutions of (3.2.12)), (3.2.17)) and (3.3.8]), the problem
is transformed into a problem of perturbed quantities only. From now on, we will
state all the equations of the model for better clarity and readability of the text.

Linearized piezoelectric system The dimensionless linearized problem of per-
turbed quantities reads: Find (wP®e, PPeHe PPene \ppere \bene o Pere) " gyuch that
following equations hold

2 N
52A\ijer,s 4 v Z Z/%Ceq,squer,s + v Z Zéceq,g(q)ger,s + ‘IfeXt) — 0 in th
B=1 pA=1
Pe,
P O(PFT + UPT) £ V- (J07°) + —=V - (wP5e?) =0 in QF,
2

VvV P: — 82A(,wper,e€ + ULatuper,e) . Z Zﬂceq,S(vq)ger,e + V\I/eXt) — f in 9?7
p=1

V- (wP + ULdyuP™*) =0 in O,
~V - (Ae(uP"e) —eM,g" VU™ = f  inQ,
—V - (ege (uP™F) + My dVUP"<) = C,q in ),
(3.3.9)
with the interface conditions being
eV(UPE) . n =0, on I'?,
R = —eko 2o CEVEO, (PP 4 WPHE) on I'®,
(3.3.10)

(Ae(uP™®) —eM,g"VUE™®) - n=0%-n, onl*,
(ge (uP™F) 4+ eMydVUP"€) . n = 0, on I,
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and uP® Yrere PLTE and wPe being Y-periodic. While using global pressure
P# given by (3.2.20)), the linearized stress in fluid o% becomes

2
o5 =PI+ 2e%e (wf) +2U % e (O, uP™F) + Z zﬂceq’g(q)ger’e + PPerE gt T4

B=1
2
= (VUeDe @ VUPDE + VPPTE @ VPede — YV Pede . PPerer) - (3.3.11)
~
and the linearized migration-diffusion fluxes j5 read
GPE = LUE(VPPre - TP, (3.3.12)

Further, we subject the presented linearized system to the UFM. The following
section presents the main steps of this procedure and their results.

3.3.3 Homogenization of piezoelectric porous medium

One of the prerequisites of the UFM is to work with weak forms of equations
(3.3.9)—(3.3.12). Remember that the spaces of admissible variables were given in
Definition [3.2.11

We assume that f € L*(Q3), ¢ € L*(Q5) and E € R? are given, whereby U™ =
z - E. Using standard per-partes integration, (3.3.9)-(3.3.12)) are transformed into
their weak form given bellow.

Weak formulation Find (wP®=, P*, @5, WPe=) € Hy, (Q5) x [Hy(Q5))°
1,2, and (WPes, uP®) € Hi () x [H ()] such that the following equations
hold

/ [Ae('u,per’e) - aMgQTV\IIEer’E} ce(v)dV — /af‘; -nodS = /f -vdV,
QS
/ [cge (uPr<) + My dVULT<] - Vi,V = / C, v, dV,

Qs

_ (3.3.13)
for all 1, € Hy () and ¥ € H (),

[ av - (wrs - Uy dure) = o,
Q%
2 / V(WP 4 Up,uP®) : VO d + / PVdds =

£
05

(3.3.14)

—/0 fdx+zzﬁ/cﬁ (VO™ 4 E)du,
B=1 Qs
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for all 9 € HY,(Q5), ¢ € L*(Q5),

Pe,
/ eqs(aquers_'_acbpers)gpadx_/ eqsi( pers) V@ad.%—
Qs o @

f
_/ eqs \IlperE—FE)V(PadI—/ggOan kaza eqe(a\ypers_i_aq)pers)
Te
f

(3.3.15)

for « = 1,2 and for all ¢, € H}(Q5)?,
2
£2 / Y pPere . VQ/;f dx + 7/ (Z zg)c%q 5) \I/per,aq/;f dr =
o Qs \A=1
2
Z / e (57 4 U)oy, (3.3.16)
23

for all 4y € H,(95).
The second term in (3.3.13)); can be rewritten by using the continuity of stresses
and Stokes divergence theorem, becoming

/0' . npdS = /af nvds = — /v 9) dS = Q{f-i)dV—Q/fajf:Vde,

(3.3.17)
where we substitute V - ( v) by (3.2.21) and where the fluid stress o% is given by
3.3.11 Next we deal Wlth the . h S. forcmg terms that appear in both m
and 1 with regards to the fluid and the solid part. Since we consider
the boundary conditions to be periodic and continuous stresses at the solid-fluid
interface, according to (Allaire et al. [2015)), the volume force f must satisfy the
compatibility condition

/ F£AV =0,

Q
Considering this force compatibility condition and the (3.3.17)), the piezoelasticity
equation (3.3.13)); becomes

/[Ae(uper’a) — M, gV U] ;e (D) dv+/a;i VadV = /f-i;dV, (3.3.18)
Q

Qs

for all test functions ¥ € HJ, ()

3.3.4 Two-scale problem for piezoelectric medium

The two-scale limit problem can be obtained due to the weak convergences in the
unfolded domain Q x Y. In our case, we apply the the unfolding operator 7;,
which is described in Sec. to obtain the unfolded equations of the problem’s
weak form. For a more rigorous definition of the unfolding method, we refer to
(Cioranescu et al. 2008)).
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Convergences

The unfolded equations of the weak form given by (3.3.13)—(3.3.16|) are obtained
using the unfolding operator 7 defined in[A] see (Cioranescu et al. [2008). Due to
the a priori estimates on the solutions of (3.3.13)—(3.3.16)), according to (Allaire
et al. 2015), the following convergence result for ¢ — 0 and any fixed time t >
0 can be proved: There exist limit fields (w°, P°) € L*(Q; H}%(Yf)d) x L*(Q),
{®% ‘Pl}azl,z € (H'(Q) x L*(Q Hy(Yy)))?, W0 € L*(Q Hy(Yy)), u® € Hy ()
and u' € L*(Q; H}(€Q5)?) such that the following convergences hold

T (wPe) —aw’ w. in L*(Q x Y}),
eT.(VwP#) =V, w’ w. in L*(Q x Y}),
T.(P°) —P° s. in L*(Q),
T(VP?) =V, P’ +V,P! w. in L*(Q x Y}),
T.({o5}) = { @5} 5. in L2(9),
T.({ver}) = {V.0} + V,}} w. in 2(QxY;),  (3.3.19)
To(WPere) gt w. in L*(Q x Yy),
To(eVWPTe) ~v, W0 w. in L*(Q x Y}),
To(uPe™e) —u® w. in L*(Q x Yy),
T (Vur™e) -V, u’ + V,u' w. in L*(Q x Yy),
7;(0?) 40’} w. in L*(Q x Y}),

where 0'} is given by (13.2.41). As a consequence of the above convergences,
shortened asymptotic expansions of the unfolded unknown fields can be intro-
duced, which satisfy the same convergence result. These form the recovery se-

quences in subdomains Q% and €25 (see Remark [3.1.2)

ﬁ(x?wper’s) ~ w'(t, z,y), 72()(?135) ~ P°(t,x) +eP'(t,x,y),
T(GUr) ~ Wt ay),  TOCur™) ~ ul(t,2) + cul(to,y),  (33.20)
TOGUE™) m Wit y),  T(XGO™) m R0(L o) +e@y(toy), a=12

where x5 and x5 are characteristic functions of subdomains Q% and ), respect-
ively. Furthermore, (w®, P° {®% ®!})a =1,2, U9 0% and (u°, u') are the unique
solutions to the corresponding two-scale limit problems. All these functions de-
pend on time t, however, we only treat the quasi-static problem where the time
dependence is not involved significantly, following the approach of (Rohan et
al. 2019). Analogous approximations of recovery sequences are considered for
the test functions (f?,cj, @a,zﬁf,zﬁs, v), which are associated with the unknowns
(w®, Pe, @5, We We uf).

Equations of the two-scale problem

The equations of the two-scale limit problem are obtained by substituting the
recovery sequences (13.3.20)) into the weak form of the problem ((3.3.13)—(3.3.16]),
as follows:
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Mechanics of solid:

F[A (e () + o (w)) = Mg ¥, 98] - (e () +0 (+7)) =

QAxYs

_ —][ ot (V.2 +V,3') +]5 £, (3.3.21)

QxYy QxYs

for all 9° € H ().
Electricity of the solid:

]5 g [ex (u°) +e, (u)] ~vyzﬁso+f MgV, 00 -V, 0, :f Coqi’, (3.3.22)

QxYs QxYs QxYs

for all 4, € HL(Q),
Stokes: Find (dw’, P%, {®}, ®4}):

1 V) : 9,8+ P,

QxYy QxY;
0 A= S . 1 (3.3.23)
B VP Yz 8 (9.0%+ V04 + B)|
QxYs p=1 QxYy
7[ PV, - (0’ + Udu’) = 0, (3.3.24)
QxYy

for all 9 € HL (%) and ¢° € L2(Q2).
lonic transport:

F O +000F— | (T,00 + T, 0L+ E) - (Vagh + Vapl)+
QXYf QXYf

Pea 1o, - )
+ ][ A (V@0 + V,3L) - w'] = 0. (3.3.25)
xYy o

for all @9, € H4(Q5).
Poisson-Boltzmann: Find 69°(x,y):

N=2 =2
f Vy\IIOVyzﬁfo + 7% (Z zgczq) \1/01/3,@0 =—7) 7z 7[ 3 (PG + \I/e"t)zﬁfo,
QxY; axy; \p=1 A=l axv;
(3.3.26)
for all ;" € HL(Q5).
To separate the fast and the slow variables, we introduce the so-called scale-
separation formulae, which allow us to establish local problems for characteristic
responses. Therefore, scale decomposition formulae of the limits w°, P!, ®! o =
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1,2, are introduced as

) = St (G2 + 5) 0+ (- 50 @)
Ty T

L (2, y,t Zeﬁ’f (gi% +Ek> (z) + 07 (y )(f - af’) (z), (3.3.27)

k

(z,y,1) ZWM (?;I)B + Ek) (z) + 77" (y) (fk - gp0> (z),
T T

o : Pk k
where two families of corrector base functions (w®* 7Pk, 05"), (wk ok 05"), o =

1,2, were introduced, indexed by k € {1,...,d}, where d is spatial dimension of
the problem. The standard Einstein summation convention holds.
Similarly, the scale decomposition formulae of the limits ¥%, U9 and u' read

Viit.0) = 3w (v) (®h(x) + () ,

WOt 2,y) = 0 (y)ey; (u(x)) — Px)n” (y) + BZ 0’ (y)zs (h(x) + U™ (x)) ,

ul(t,z,y) = w(y)e; (v'(x)) - P(x)w”(y) + Bz_j w’ (y)z5 (Bh(x) + U™ (x)),
) (3.3.28)

where @?, w7, w”, w*,n,n" n* a = 1,2, are corrector base functions that are
obtained as the solutions of the local cell problems introduced below.

3.3.5 Local problems

The local problems, which are relevant to the microscopic scale, can be derived
from the limit problems (3.3.21)-(]3.3.26)) given above, usually by letting to vanish
all the components of the test functions that are not relevant to the microscopic
scale. This results in three groups of local problems that are listed below. The
first two groups correspond to their counterparts that we gave in the previous
section, 7.e. the local problems ({3.2.44)—(3.2.45)). Still, we will list them below for
the sake of completeness.

The first group of local problems consists of the two autonomous problems
solved on the cell Y. The local problem that gives the response to the macroscopic
pressure gradient reads: Find (w?* 7Pk 95F%) ¢ H#O(Yf), k=1,2,3 a=1,2:

fvyw K(y) - Vﬁdv+f PE()V, ﬁdV—jfvﬁk—i—Zfzﬁcﬁ )OIV, 05F av,
Yy

1
p=ly,

fqv WPk (y)dV =0, (3.3.29)

fci%y)vei’“vy@a dv+ fczq (y)Peazy ' 3aV - wF(y)dV =0,
Yf Yf
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for any test functions 9 € HL,(Yy), G € L*(Yy), ¢o € H(Y5)?.

The weak form of the second autonomous cell problem that returns the re-
sponse to the macroscopic diffusive flux reads: Find (w®* 7ok, 9gk) € H#O(Yf),
k=1,2,3 a=12 8=1,2

]Lv W (y) - v 19dv+]5 k()Y DAV = Zfzﬁcﬁ (¥)D(ape” + V,05%)dV,
p= ly,
fqv Cw k() dV = 0, (3.3.30)

]Lceﬂq(w(aaﬂek + V05"V Bp AV + ]Lcﬁ (y)Peszs @5V - w™ (y) dV =0,
Yy Yy

for any test functions 9 € HL,(Yy), G € L*(Yy), ¢p € Hy(Yy)%

The second group consists of two auxiliary cell problems for a = 1,2 that
relate to perturbation of potential. They read: Find the corrector base functions
w® € Hj(Yy),a = 1,2, such that

wa wadV—l—’y][Z 253y )w YrdV = — ][722 Ay, dV, (3.3.31)

for any test functions 1y € Hy(Y).

The third group of local problems differs from its counterpart from Sec. |3.2.6]
which describes the local responses in LEPM. That is to be expected as in the case
of PEPM, this group is related to the response to the deformation and the change
in charge of the solid phase. For the sake of brevity, we employ the following
bilinear forms

ay, (w, @) :][ Ae, (w) e, (p)dV,

Ys
gv. (w, 9) = lg s ey ()] - Ty0aV,

" (3.3.32)
g, (w, ) fM 9"V, ey (@) AV,

Ys

Finally, we introduce the three local problems that constitute the third group.
They read as follows:

e Find w’ € HY(Y,), fw” dV = 0,77 € H} () such that
Ys

ay, ('wij + I1Y, 'iJ) - gy, ('D, nij) =0
for any test functions ¥ € HY(Y;) and ¢, € HL(Q%). Recall that the sym-
bol II¥ denotes the so-called transformation vectors IV = (I17),4,j, k =

1,...,d, which can transform the macroscopic deformation ug(z) from €
1nt0 the coordinate system of RVE Y, so that Hk = Y;0ik-

(3.3.33)
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e Find w” € HY(Y,), f w” dV = 0,7" € H}(Q) such that
Yy

ry (3.3.34)
9y (wP’ 755) + dYs (77Pa 155) =0,

for any test functions ¥ € HL(Y,) and 1, € H}(QF).

e Find w® € HL(Y;), f w*dV = 0,n™ € Hy () such that
Yy

ay, (w*, v) — gy, (v Z f zgcﬁ dop + @) I) -ndS,—

B=1r,

1
- 7/ P (7 (V, 0% ®@ V,@* + V,@* ® V, 1% — V, 0 . V, o1 )) -ndS,,

Iy

9y, (,wa’ "Es) + dYs (Ua; 7wgs) - 07
(3.3.35)

for any test functions ¥ € Hy(Y) and Y, € H, ().

It is apparent that the cell problems corresponding to the electrokinetic system can
be treated separately, while the cell problems related to poroelasticity are coupled
through the r.h.s. of (3.3.35]) with the solutions w®, a = 1, 2, of the auxiliary cell

problems ((3.3.31]).

3.3.6 Homogenized coefficients

Below, we list expressions of homogenized coefficients which arise from the up-
scaling of (3.3.13)—(3.3.16). These coefficients constitute the effective material
parameters of the upscaled porous medium and are expressed in terms of the cor-
rector basis functions. We may distinguish two groups of coefficients according to
which corrector functions they are related to.

The first group of the corrector functions defines the following homogenized
coefficients

2 =fwt(y) e av,
Yy

Yy
B Peﬁ k k . (3336)
Dy =7 ¢5'(y) (Zwa (y) (e dap + Vit ( ))) e dV,
Yf s
€
%—f@wn(z vww+ve”<0 oav,
Yi @

which are idential to the ones describing the model of ionic transport through
LEPM, see (3.2.50)). There are the permeability tensor IC = (K ), the diffusivity
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tensors D*? = (DY), the tensors J¢ = (J2) related to the flow driven by electric
fields and coupling tensors L* = (L}.).

In comparison with the coefficients of the steady-state model of ionic transport
through LEPM, see (3.2.50]), four new effective coefficients arise,

Q" —f ¢(y)(= (y) + bas) AV

o =][ A (y)w” (y) dV
Yy

A (3.3.37)
5% — —z0cW)ka((y) + 0up) - m S,
Yr

8" —f i (k) - m s,

which are connected to the terms including time derivatives 9; and serve to couple
the electrokinetics, ionic transport and mechanics. The coefficients S bring ionic
exchanges up to the macroscopic scale. It can be shown that these coefficients meet
Omnsager’s reciprocity conditions, (Allaire et al. 2010)).

The second group is relevant to the piezoelectric behavior of the macroscopic
body and consists of the following coefficients,

-Aijkl = Qy, (wij + Hij, wkl + Hkl> + dys (77“, Ukl) =
= ay, (,wkl + sz7 Hij) — g5 (Hij, nkl) :
Bij = ¢70ij + ay, (’wpa 117 ) — 9y, (Hij , 77P> :

2
Cgy = av, (w®, T19) = g5, (117, %) + 3 251 o ci(y) (=°(y) + dag) AV +
p=1

F AT (V00 Vw4 Uyt @ V0 - V0 V) dV,
Yy
M :f w(y) - ndS, = ay, (w’, W) +dy, (o, 0",
Yr

N =4 w*(y) - ndS,,
ny y
(3.3.38)

where A = (A;jr) the fourth-order symmetric positive definite effective tensor
of a piezoelectric drained skeleton, B = (B;;) is the coupling tensor related to
the pressure. These effective coefficients are similar to the Biot poroelasticity
coefficients, however, they are extended by the piezoelectric term.

The coefficient C* = (Cj}) is the tensor responsible for the coupling between
the electrokinetic and poropiezoelectric system.

The two sets of effective coefficients that are defined by (3.3.36))—(3.3.38]) char-
acterize macroscopic behavior of the PEPM saturated by an electrolyte solution
and occur in the definition of the macroscopic homogenized problem.
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3.3.7 Macroscopic model

The homogenized model describing macroscopic behavior is derived from the two-
scale limit problems ([3.3.21))-(3.3.26)) by letting to vanish all the components of
the test functions that are not relevant to the macroscopic scale. We present the
macroscopic model in its nondimensional form: Find P° € L*(Q), u® € Hi,(Q)
and ®Y € H#(Q), a = 1,2, such that

/QIC(f VP V,qdV + /Q/\/latPOq dv — /QqB e (0u”) +

2
+> [/Q T (V.05 + E)V,qdV — /Q/\/ﬁ(at@g — 9, Ut)g dV} =0
B=1
2
> [/ (Q% + 89)9,0% AV + / (2" —i—Sa’B)(?t\I’eXt’*godV} +
=1 0 @
2
+/ LNf —V,P)V,pdV + 3 / DNV, 8 + E)V,p =0,
Q 5=1 Q

/Q e, (u") = BPY] : e, (v) dV + 52 /Q Co (B + T) s e, (v) AV =

:/ £-vdV,
Q
(3.3.39)

for all o € Hy(Q2),q € L*(Q), v € Hy,(Q) with L-periodic boundary conditions.

Once again, we don’t want to limit ourself to L-periodic problems only. Fol-
lowing the approach proposed in the Remark we introduce the macro-
scopic homogenized model in its differential form, which reads: Find P°, " and
®% o = 1,2, such that

2
v, [K(f — VP + S TV, + E)| +
p=1

+ MOP* — B e, (0u) — NP(9,85 — 0,9°) =0

2

af af 0 A ob oab ext:|
B=1 |:( ) tF ( ) ' (3340)

2
Lo(f — VP + Y DV, 0} + E)
B=1

+VJ? : = Oa

2
BPO _ Z ca(q)% + \I/eXt’*)
B=1

for a« = 1,2 and completed by boundary conditions given below. We can distin-
guish the fluid seepage velocity w®, the ionic diffusion fluxes 52, a = 1,2, and the
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porous body stress o,

2
w’ =3 Ts(V, 0%+ E) - K(V,P°— f) inQ,
B=1

2
o' = Ae,(u’) — P'B+Y C’ (% + ¥™) inQ, (3.3.41)
B

2
30 =3 Dop (Vo0 +E) = Lo(V.P"—f) inQ a=12
p=1

The total velocity w® can be split into three components; pressure driven velocity
w, and potential driven velocity wes,, o = 1,2, such that

w, = K(V, P —f) inQ,
wy, = J*(V, @ +E),a=1,2 in Q.
The system (|3.3.40)) needs to be completed by a suitable set of boundary condi-
tions. For any variable @ we may impose the Dirichlet type condition on boundary

0,82 and the Neumann type condition on boundary 9¥Q) = 90\ 9,Q. the Neumann
type condition on boundary 9~ read

(3.3.42)

n-o’ =g, ondNQ,
n-jo =Jja, o005 Q a=12, (3.3.43)
n-w’=w, on IpQ.
whereby the complementary Dirichlet type conditions must be imposed as follows
u’ = w, on 0,1,
P° = P, on 0pQ, (3.3.44)
PV = d,, on dp.Q, a=1,2.

The weak form of the problem (3.3.40)—(3.3.44]), which is necessary for the finite
element method, is easily obtained again by integration by parts.

Remark 3.3.1 (Dimensionalized quantities) There are benefits to presenting
the homogenized model in its nondimensional form, especially in the context of
numerical simulations. In order to interpret the results of such simulation, it may
be more beneficial to return computed quantities to their physical dimensions. That
may be achieved easily by recalling the adimensional choices made in Sec[3.2.1 and
Sec[3.3.1. That gives us the following macroscopic dimensionalized quantities

i 0 i 0 f 0 i 0
P =p. P, O =(P,, U =uu, w =v.w

where

k: T CLC CLC
Pe = ckgT, (= L, Up = P , Ve = 52])—,
e Ec T]f

for more informations about the dimensional analysis see Appendiz[Al It is also
possible to obtain the dimensionalized hydrostatic pressure p*® = p.p° where p°
is computed from the global pressure P and the potentials ®° by the following
formula

2 2
=P 4 chgq -y 2. Q% (<I>0 4 \I;ext) ’
leyf a,f=1

for the proof see (Allaire et al. |2015).
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3.3.8 Reconstruction of macroscopic solution at the mi-
croscale

One of the most remarkable advantages of the chosen homogenization method is
the possibility to reconstruct macroscopic fields on the microscopic scale. After
computing the solution to the macroscopic problem , in other words the
global (dimensionless) response tuo, PO ®% % it is possible to reconstruct the asso-
ciated microscopic quantities. This process is also called down-scaling in contrast
to the up-scaling process that leads to the macroscopic model and we will describe
it in the following text.

We consider a given finite scale €y > 0 corresponding to real size of the micro-
structure, which will enable us to form the following remark.

Definition 3.3.1 (Partition of cell Y) For a given ¢y > 0, we introduce the
rescaled cell Y0 = )Y . Further, we introduce its local copies Y0 labeled by
index K. We consider the domain ) generated as a lattice of non-overlapping
copies Y0 with {x} g being the set of their centers (in macroscopic coordin-
ates). Thus, the partitioning Y, )y of  is defined as

Yz, (Q) = U?K7€07 yheo — yeo + xK’
K

For any global position x € Y50 the local "microscopic” coordinates
y = (z — 2™) /e, (3.3.45)
are introduced, such thaty € Y, (Rohan et al. |2021).

For a defined partitioning Y, (€2) of the domain 2, we will recover the macro-
scopic fields in €2 using a nonlocal reconstruction procedure, which is based on the
so-called folding approach.

The folding method of reconstruction lies in using the so-called folding oper-
ator, which can be considered the inverse operation to the periodic unfolding. This
approach enables us to "fold” the macroscopic responses (u’(z), P%(z), ®)(x)) us-
ing the scale separation splits related to the periodic lattice.

The folding operator F<° folds any macroscopic field f°(z) onto the partition-
ing Y.,(€), so that the local microscopic fields are given by the so-called folding
mapping (Rohan et al. 2016b), such that

Fo(d) 1 (u, PO, BY) — (w', P w'™, &) (y),  y€Yo(R).  (3.3.46)

The folding operator F=° combines the corrector base functions defined in Y with
the interpolated macroscopic responses transformed to the local zoomed RVE
Y., (x) by the interpolation operator Q. The Q% is defined by an @); interpolation
scheme in the sense of the FEM approximation over partitioning Y., (€2) of €.

It should be noted that the folding approach requires smoothness of gradi-
ents V,f%(x). This can be achieved by introducing a projection II. [g] of a given
function g(z) into the space of piecewise polynomials defined over the partition
Y, (9).

To apply the folding approach, we first introduce the smoothed gradients
1., [0F P°], T, {efjuo} and I, [0f®Y] for a = 1,2. By introducing them into
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the split forms (3.3.27)—(3.3.28)), for any = € Q and y € Y assigned to x by vir-
tue of (13.3.45)), the microscopic fields can be reconstructed using the following
formulae:

O (a,y. 1) = 0" (y) (fi — 1Ly [0FP]) (2)+

+ ﬂZz:l 07k (y) (T, |0528] + Ex) (), (3.3.47)
P, y,t) = 7% (y) (fi =Ty [05P°]) (2)+

+ BZ:WB Hy) (T, [5G + Ex) (2), (3.3.48)

Wy, 1) = @ ()T, [efu’] — PO () +

+ EX_: w’(y)z5 (Ph() + U™ (x)), (3.3.49)

where by LI we denote the extensions of quantities from Y, to entire Y. Now
the fields that are relevant to the microscopic heterogeneity are evaluated using

Pz, t) = PO(:zc7 t) + 50Pmic(a:, Y, )
w'(z,1) = u(2,1) + ou™ (7, y,1) (3.3.50)
P (z,t) = OO (w,t) + 0@ (2, y, 1), a0 = 1, 2.

In addition, by the virtue of the (3.3.27)1,(3.3.27); and (3.3.27)2, we obtain a
reconstruction of velocity and potential fields

W (2, y, ) Zwﬁk ) (L., [07 0] + Ex ) (2)+

() (fi =T 07 P']) (), (3:3.51)
U (2, y, t iwﬁ ) (@ (x) + U(x)) (3.3.52)
B=1
U (w,y,t) = 17 ()T, [efu’] = PO(2)n” (y)+
+5§jnﬂ(y)zﬂ (®5(x) + U™ (x)), (3.3.53)

The reconstruction of the solution is useful for determining the actual influence of
macroscopic processes on the microscopic scale.



Chapter 4

Implementation and illustrative
examples

This section aims to explore and illustrate the properties of the homogenized two-
scale models described in the preceding sections. For this purpose, we present
numerical simulations of both types of porous medium, LEPM and PEPM.

The first part of this chapter, 7.e. Sec. focuses on the implementation of
the homogenized model derived for LEPM that was presented in Sec. [3.2 We
present the NUMERICAL algorithm of numerical implementation and provide
some insight into spatial discretization. Then, we perform a parametric study
to illustrate the impact of change in microstructure on the homogenized material
properties. We test the behavior of the homogenized macroscopic model on a
steady-state problem. A part of the presented results was published in our work
(Turjanicova et al. |[2019).

In Sec. 1.2 we provide numerical results of the simulations performed on
the model of the quasi-static ionic transport through PEPM that was derived
in Sec. 3.3] To illustrate the behavior of the homogenized model, we present a
simple test problem mimicking an experiment.

We use software SfePy to implement all presented mathematical models. SfePy
is in-house developed software for solving problems with coupled partial differen-
tial equations (PDEs) in weak forms by means of the FEM for 2D and 3D prob-
lems, (Cimrman 2014). It is based on the Python programming language and
it provides programming tools for the implementation of problems on multiple
scales. Implementation of the presented mathematical models also required the
development of separate code written in the Python language and which uses some
of the Python-based open-source packages, namely NumPy and SciPy, (Virtanen
et al. [2020).

4.1 Numerical modeling of poroelastic medium

This section focuses on the numerical simulations that illustrate the properties of
the homogenized two-scale model describing the steady state of ionic transport in
the LEPM. For this purpose, we present a numerical simulation of the steady state
of flow of the electrolyte solution through the LEPM occupying a simple-shaped
macroscopic domain €2, with a simple periodic microstructure.

53
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Symbol Quantity Value Unit

ny Dynamic viscosity 1x1073 kg/(ms)

DY Diffusivity of 1st ionic species (C17)  20.32 x 1071 m?/s

DS Diffusivity of 2nd ionic species (Nat) 13.33 x 1071 m?/s

[ Characteristic pore size 1.0 x 1077 m

Ce Characteristic concentration 6.02 x 10**  particles/m?
)3 Surface charge density —0.129 C/m?

E. Young modulus 7.3 x 10° Pa

v Poisson’s ration 0.39 -

Table 4.1: Mechanical and piezoelectric constants used in BVP I and BVP II,
source (Allaire et al. 2015))

Instead of describing the content of this section, we will provide a comprehens-
ive list of steps taken to implement the two-scale mathematical model of ionic
transport in the LEPM. Each step provides references to the particular problems
that are being solved. The structure of this section will reflect this list.

4.1.1 Steps of numerical implementation

The presented examples do not consider any volume forces and also disregard
the effects of an external electric field, thus we put f = 0 and E = 0. The
used electrochemical and mechanical quantities and parameters are in Tabs.
and [£.1] All the computations are performed for the given pore size | and, as a
consequence, given scale parameter ¢.

The numerical simulation of the problem can be divided into several steps:

1. Solve potential distribution in equilibrium ¥°? on RPC Y as a solution of
(3.2.17)).

2. Compute concentration cj' from (3.2.25).

3. Compute the corrector functions (w* 7B Hf’k) and (w™F, 7ok, Gg’k), a =
1,2 related to the electrokinetic system as a solution of local problems

and (F279).

4. Compute effective coefficients relevant to the decoupled electrokinetic sys-

tem, see (13.2.50)).

5. Compute corrector functions @w®, a = 1, 2 related to potential perturbation

as a solution of local problems ([3.2.46|).

6. Compute corrector functions (w®, w” w®), a = 1,2 related to displacement
perturbation as a solution to the local problems ((3.2.47))-((3.2.49)).

7. Compute effective coefficients relevant to extended Biot poroelasticity, see

(3.2.51]).
8. Compute solution to macroscopic homogenized system of equations (|3.2.52)).
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Figure 4.1: Left: Geometry representation of microstructure for parametric
study and parametrization of RPC Y; Right: Potential W*4[-] distribution on
microscale, solution of Poisson-Boltzmann problem in equilibrium.

Note that we presented a significant part of the mathematical equations in
their dimensionless form. The dimensionless form is beneficial for implementa-
tion purposes, as it minimizes possible numerical errors that would arise due to
significant differences in the magnitude of some parameters or variables. For ex-
ample, the electrokinetic quantities are much smaller than the elastic modulus,
thus choosing a suitable numerical method and its precision can be problematic.
Therefore, we performed all the numerical simulations for the dimensionless form
of equations. And thus, a part of the presented results is given in their dimension-
less form as well. This regards the solution of computations on the microscopic
scale and especially the values of effective coefficients.

In contrast, the results of the macroscopic problem will be stated in their di-
mensionalized form as we feel it is more important to their interpretation. We
recall their dimensionalized form by using the dimensional choices explained pre-

viously; see Remark

4.1.2 Numerical simulations at the microscopic level

To begin implementing the upscaled two-scale problem, we have to start from
the computations on the lower scale. First, we introduce the simplified geometry
representation of microstructure using RVE Y and its discretization into the com-
putational mesh. Both the topology and the dimensions of pores have a significant
influence on the homogenized material properties. To show this, we will perform
a parametric study of the varying size of pore cross-section and its effect on the
homogenized coefficients.

Following the steps proposed above, we have to solve the Poisson-Boltzmann
problem in equilibrium on RVE Y before proceeding further. The result

is used in the computations of local problems and the subsequent calculation of
effective coefficients.



4.1 Numerical modeling of poroelastic medium 56

Geometrical representation of microstructure

We aim to study the dependency of the effective coefficients on a change of the
microstructure geometry. For this purpose, we choose only a simple geometry
representation in the form of three interconnected canals aligned with -, y9- and
ys-directions through a continuous matrix, see Fig. |4.1al The cross-section of the
canals is a square with edge length r. Changing the parameter r leads to a change
in porosity ¢y = %

We generated the mesh representing the cell Y by a mesh generation script,
which forms a part of the SfePy software. For meshing, we used the linear hexa-

hedron elements.

Potential distribution in equilibrium

The first step in obtaining effective coefficients is to compute the distribution of
potential in equilibrium W$* on the microscopic scale, see Appendix . All used
electrokinetic quantities can be found in TabJd.1] For this part, we consider the
elasticity tensor of the solid to be isotropic and defined by the Young modulus
E. = 7.3 x 10°[Pa] and Poisson’s ratio v = 0.39. Isotropy of the material on the
microscopic scale will prove useful for the parametric study.

The distribution of potential in equilibrium W that is obtained as a solution
to the Poisson-Boltzmann problem (3.2.17) is shown in Fig. m The potential
in equilibrium \I/jcq has its maximum on the solid-fluid interface, where the surface
charge Y is prescribed. The potential \IJ'}q gradually decreases with increasing
distance from the interface. This meets our general expectation about Poisson-
Boltzmann’s potential distribution near the solid-fluid interface, see Sec[2.2.2] The
resulting potential distribution V%" is needed for computation of concentration cj*
from that is necessary for subsequent calculations.

Influence of varying microstructure on effective tensors

Effective coefficients are computed with the help of correctors functions, i.e. solu-
tions of the three groups of local cell problems (3.2.44)—(3.2.45)),(3.2.46) and
(13.2.47)—(3.2.49)). We have two sets of effective coeflicients; the first one is the set
of coefficients that are related to the decoupled electrokinetic system and given by
(3.2.50)) and the second one is the set related to weakly coupled Biot poroelasticity
equation and given by . For future reference, the index o = 1 refers to the
anions with valency z; = —1 and index a = 2 to the cations with valency zo = +1.

We study the dependency of effective coefficients on the change in porosity gg I3
caused by variation in y;-direction canal size parameter r. In accordance with
the choice of the symmetric microstructure, we expect the components of effective
coefficients related to .- and ys-direction to be equal.

The dependencies of the diagonal components of electrokinetic and poroelasti-
city coefficients (dimensionless) are shown in Figs. and [1.3] As expected, the
components of effective coefficients related to .- and ys-direction follow the same
dependency curve. The components related to the y;-direction follow the same
trend but are not equal to the rest. As we consider isotropic elastic properties
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Figure 4.2: Dependency of dimensionless effective tensors J*', J? relevant to
migration-diffusion, coupling tensors £, £?, diffusivity tensors D!, D?* and per-
meability tensor K on porosity ¢
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Figure 4.3: Dependency of components of dimensionless effective elasticity tensor
A, ionic potential tensors C', C* and Biot’s tensor B on porosity oy

of the solid phase on the microscopic level, this anisotropy is caused purely by
microstructure geometry.

Fig. [4.3] shows the dependency of the effective coefficient related to poroelasti-
city on the porosity of the microstructure. The components of dimensionless
poroelasticity tensor A decrease with the increasing porosity. This is to be expec-
ted as the fraction of stiffer solid matrix decreases as well. On the other hand, the
components of the Biot coefficient B increase with the rising porosity. Finally, the
lower half of the figure shows ionic potential tensors C' and C%. The components
of C! related to all three directions are equal. This applies to the components of
C? as well. However, the components of tensor C' decrease with the increasing
porosity while the components of tensor C* increase. This is caused by the dif-
ferent valency of both considered ionic species, which influence the corrector base
function w®, see , and consequentially C?, see 3.

Similar nonlinear behavior is obtained for the other electrokinetic tensors, as
seen in Fig. [£.2] We observe the decrease in the components of the migration-
diffusion tensors J*' and J? related to anions and cations, respectively. The
components of coupling tensors £ and £? decrease with the increasing porosity.

In the lower part of Fig. [£.2)we observe increase in permeability IC, as expected.
The last part of this figure depicts the decreasing components of diffusivity tensors
D" and D*. The diagonal components of D'? and D* are equal to those of
D*. In comparison, the components of D' are of slightly higher value; This
corresponds to the choice of the diffusivity D; > Dy, see Tab.

4.1.3 Numerical simulations at the macroscopic level

In this section, we proceed to perform the numerical simulations at the macroscopic
level. To describe the macroscopic behavior, we use effective coefficients computed
for the microstructure with three interconnected canals of the same canal diameter,
i.e. the isotropic effective coefficients.
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Semi-discretized steady state macroscopic problem

We introduce the semi-discretized form of macroscopic problem used for finite
element (FE) modeling. The column vectors P°, ®° o = 1,2, and u® represent
all degrees of freedom of FE mesh nodes associated with partitioning of the mac-
roscopic domain 2. We introduce FE approximations of terms involved in the
macroscopic problem describing the steady-state flow of the electrolyte
through the LEPM as follows

KP’ =~ [,KV,P°V,qdV, q'1e®’ [, TV, D0V,qdV,
q'fg X JoT V.- EdV, q"fx ~ JoKqV, - fadV,
@"LPY & [, 2oV, POV,sdV, ¢'D¥®Y ~ [, DV, BV, sdV,
I~ [, DYsV,-EdV, vIBPY &~ [,BP°:e¢,(v)dV,
vIC®? ~ [,CP0 :e,(v)dV, vIAu® ~ [oAeg(u0) i ey(v)dV,
vTEs r[COVLUt . v dV vIf ~ fof -vdV.

Using the notations just introduced, we can write the steady state linear mac-
roscopic problem in the matrix form

K -J' -J* 0 PY £+ 17+ fx

L' -D" -D? o || ® | _| fy+fp (4.1.1)
L? —D* -D* 0 || ®) 5 + 5 o
B —-C' —C* AJ[u fl+£2+f

It is immediately evident, that the electrokinetic system can be solved separately
from the problem of poroelasticity and return the solution (P°, ®°), o = 1,2. The
macroscopic displacement is than given by

u’ = A~ (—BP® + C'®) + C*®f + £+ £2 +f) .

Solution of macroscopic problem

For the purpose of numerical simulations, we propose a simple experiment, see
Fig. [4.4] where a small cuboid specimen with the dimensions L X a X a, where L =
0.001m and a = 0.0003m, is placed between two ionic reservoirs and separated by
semipermeable membranes. These membranes enable ionic exchange but prevent
fluid flow. The specimen is occupied by a LEPM with microstructure size given
by € :=¢9 =0.05

To describe the boundary conditions, we refer to the faces of the porous spe-
cimen by the intuitive notation, such that I'g stands for the "east side” with the
normal vector aligned with x;-axis, whereas the "north side” I'y has its normal
aligned with xs-axis. Then 'y and I'g refer to the top and bottom sides, respect-
ively, see Fig. [4.4L On I'y and T'p part of the boundary, the porous specimen is
clamped.

This experiment is focused on the observation of the displacement and pres-
sure distribution under the ionic potentials change. To this aim, we propose four
macroscopic problems with varying boundary conditions related to ionic poten-
tials. The homogenized macroscopic problem is given by the system of equations
(3.2.52)) completed by its respective boundary conditions. In what follows, we



4.1 Numerical modeling of poroelastic medium 60

Fry

Figure 4.4: Left: Block test geometry for computation of homogenized macro-
scopic problem, with parts of the boundary and the position of the point A marked;
Right: Illustration of boundary conditions setup that mimics simple experiment.

define the two sets of boundary conditions, thus obtaining two boundary prob-
lems. The following part of the text describes the two boundary value problems
(BVP).

The problem is computed in its dimensionless form to prevent numerical er-
rors. Then, using the dimensionless choices from Section |3.2.1, we recover the
dimensional form of respective macroscopic quantities.

Boundary value problems

The boundary value problem is defined by (3.2.52)) and by boundary conditions of
the Neumann type (3.2.56)) and the Dirichlet type (3.2.57) which are prescribed
on the six faces of the macroscopic specimen (a 3D block), see Fig. as follows

eonly and I'g: n-of = —nPf =0, Pf=0 n =0,
eonly: u,=0and o, =0, n-w' =0, @'iff:cf)h TV . n =g,
eonlgiu,=0ando, =0, n-wf=0  &F=0, JF*VOf. n=0g,

where 0, = t ® n : o for any tangent vector ¢, whereas u, = m - u. The
following values are used, ®; = 0.1 and § = 0.001. By the choice of parameter b
we distinguish two BVPs.

The first one, referred to as BVP I, is defined by choice b = 1, so that the
boundary conditions are symmetric on boundaries I'y and I'g. Therefore, the
symmetric distribution of macroscopic quantities is obtained correspondingly, as
seen in Fig. 4.5l The deformed shape is visualized by the wire-frame, whereby the
displacement field is enlarged by factor 2 - 10°. The swelling of the macroscopic
body occurs mainly in the region, where ®$T attains the lowest values.

By taking b = 5, we get the second boundary value problem, referred to as
BVP II. In this case, we increased the influx of ®$f on the boundary I'z. This leads
to the contraction of the porous specimen near this surface, as seen in Fig. 4.6
Naturally, the non-symmetrical boundary conditions result in a non-symmetric
distribution of the macroscopic quantities. This effect is most visible on the swell-
ing of the macroscopic body, which tends to react to the distribution of ®ST,
swelling slightly more in places where ®$T is somewhat lower. In this case, the
deformed shape is visualized by the wire-frame enlarged by a factor of 2 - 10%.
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Figure 4.5: The dimensionalized macroscopic fields obtained as a solution of the
BVP 1.
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4.2 Numerical modeling of piezoelectric porous
medium

In this section, we deal with numerical modeling of quasi-steady flow of electrolyte
solution through PEPM that was presented in Sec. The implementation of the
mathematical model follows similar steps as those stated in Sec. [£.1.1 Although
we do not provide a comprehensive list of steps, we recapitulate them for the sake
of clarity.

First, the Poisson-Boltzmann equation in equilibrium (3.2.17)) is solved, which
yields the equilibrium potential \Il‘}q. Than, the corrector basis functions are com-
puted from local problems ([3.3.29))-(3.3.31)) and (3.3.33)-(3.3.35)). The homogen-
ized coefficients relevant to the macroscopic problem are enumerated from ex-
pressions (3.3.36)—(3.3.38]). And finally, the solution of homogenized macroscopic
problem is computed from (3.3.39)).

4.2.1 Description of microscopic level

The microstructure geometry remains the same as for poroelastic medium, i.e.
it is represented by the same RPC Y depicted in Fig. f.1a] The microstructure
size is given by € := g9 = 0.05 which determines the influence of the piezoelectric
coupling g and dielectric tensor d. The values of electrochemical constants are
taken from Tab. [£.1. However, the piezoelectric material usually exhibits some
degree of anisotropy. Therefore, we forgo previously used mechanical parameters
and choose a new one instead. We use barium-titanite BaTiOs to constitute the
material of the piezoelectric matrix in our numerical tests, see (Miara et al. 2005).
The material properties of solid matrix are characterized by elasticity tensor A;ji,
piezoelectric coupling G, and dielectric tensor d;;,

[ 1.504 0.656 0.659 0 0 0
0.656 1.504 0.659 0 0 0
1 0659 0.659 1.455 0 0 0 "
A=1"70 0 0 o424 o o |*XH0[P
0 0 0 0 0439 0
0 0 0 0 0 0439
0 0 0 0 11404 0O
g= 0 0 0 0 0 11404 |[C/m?,
—4.322 —4.322 17.360 0 0 0
1.284 0 0
d= 0 1284 0 x 107%[C/Vm].

0 0  1.505

The chosen elastic properties are anisotropic. That is in contrast with computa-
tions made in previous Sec. and we expect it to lead to a different result on
the macroscopic specimen.
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4.2.2 Semi discretized model of piezoelectric time-dependent
macroscopic problem

We introduce the semi-discretized form of macroscopic problem for finite element
(FE) modeling.

The computational time 7' is discretized into the n equidistant time levels with
the fixed time step At. The column vectors P", @7, o = 1,2, and u” contain all
degrees of freedom at n-th time level. We present the following approximations of
the terms involved in the macroscopic problem (|3.3.39):

QKP" o~ [, KV, P'VqdV,  qTIP®T m (o TOV.E"V,qdV,
PTLPT [ LoV, PV,EAV, o TDURL ~ [, DPV,0nV,EdV,
q’MP" =~ [, M*P"V,qdV, vIBP" =~ [ BP":e,(v)dV,
vIiC®! =~ [COT:e,(v)dV, vl Au" ~ [ Ae(u) ;e (v)dV,
QB ~ [o(QV+S8M)PRe,  'NUBL & [yN V.,

with time derivatives approximated by forward finite differences. Then, the dis-
cretized problem for f =0, E = 0 reads

M
AtK+M —AtJ'+N  -At]?+N -B ][ P" SNt | [ P
ALY Q' - A" Q2 - AiD? 0 e | _ | = 7t
AtL2 Q% — AD?' Q*2 - AtD*2 0 ;|| & ®5!
B 2 2
B ! —c? Al w P
B
(4.2.1)

The initial values of P°, ®° o = 1,2, and u® are taken from a solution of steady
state problem. It can be shown that the discretized matrix form of the steady

state problem ([3.3.39) is formally the same as the one given by (4.1.1]).

4.2.3 Solution of steady-state problem

The first step to solve discretized problem (4.2.1]) is to obtain the initial values
of macroscopic variables. They can be taken as a solution to the steady-state

boundary value problem given by (3.3.39)) and a set of boundary conditions.

Boundary value problem III

The BVP III is defined by steady-state form of (3.3.39) and by the following
boundary conditions:

eonly: PF=20n-52=0n-0,=0,
eonly PP=10,n-j2=0,n-0o,=0,
eonlp: =3, n- gV =g wuf=0n-w=0,
eonly &T=0,, n - J°VeT =35 wuf=0n w=0,

where I'y,A € {W,E,T, B} refer to the boundaries of porous specimen, see
Fig. . The following values are used, ®; = 0.1 and g = 0.001. This choice
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of boundary conditions enables us to see the influence of pressure P° on the other
macroscopic variables.

The steady-state solution of BVP III (i.e. solution at ¢ = 0) is visualized
on the left side of Fig. [£.9] Note that we provide dimensionalized forms of all
presented macroscopic fields; see Remark [3.3.1] We observe the deformation of
the macroscopic specimen that is caused by the distribution of pressure Pf. We
also observe the almost symmetrical distribution of potential ®$* and ®SE.

Using , we may compute the dimensionalized total velocity w” and its
parts wy, and we, , @ = 1,2 and visualize them in Fig[d.10]on the left. It is evident
that the part of the velocity caused by a pressure gradient, 7.e. w,, contributes
to the overall velocity w the most. The visualization of velocity components
we,,, v = 1,2, i.e. the flux driven by gradient of potentials, shows that we, > we,.
We theorize that it can be explained by attraction forces between ionic specimen
with 2o = 41 and negatively charged wall of the microchannels. This could hinder
the movement of the positively charged ions and, through the viscous drag, the
fluid itself.

Poroelastic vs poropiezoelectric model

The presented simple numerical example BVP III can serve to compare the dif-
ferences between solutions of poroelastic and piezoelectric models. Note that the
semi-discretized matrix form of both macroscopic problems and
is formally given by and thus the only difference between them should be
caused by different expressions of effective coefficients, i.e. expressions
and . In our comparison, we use the microstructure and its material prop-
erties given in Sec. for both models. We follow the same procedure as the
one we have used in the previous example and find the macroscopic solution of
BVP III for the model describing LEPM and PEPM. Then we visualize the distri-
bution of displacement along the z-axis of macroscopic specimen for both cases,
see Fig. [4.7]

4.2.4 Solution of time-dependent problem

Finally, we may proceed to solve the time-dependent problem (4.2.1). To demon-
strate the macroscopic behavior of our effective model of poropiezoelectric me-
dium, we modify the presented BVP III slightly; we will linearly increase pressure
on I'p, so that P*(t) = 1.0 + Pt on I'p. The initial values of effective quantities
(P, ®% uY),a = 1,2, are taken from the steady-state solution of BVP III for
f =0,E = 0. The computational time was taken ¢t € [0,T], where T = 1s and
time step At &~ 0.05s.

Vizualization of time-dependency of solution in the given point A of macro-
scopic specimen (for reference see Fig. shows the linear behavior of our model,
see Fig. |4.8] The distribution of macroscopic fields at slice through x;xs-plane at

time t € {0, 7} = {0,1}s is depicted in Figs. 4.9/ and 4.10}
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Chapter 5

Applications

This chapter will provide insight into the possible applications of the presen-
ted mathematical models in multiple scientific fields, the most significant being
geoscience, energetics, and biomechanics.

Applications in geoscience

The need for effective modeling of the transport of an electrolyte through an
electrically charged porous medium in geoscience lies mainly in the problem of
swelling of clays. One of the first iterations of such a model was introduced by
(Moyne and Murad [2002)) and it was later developed by (Allaire et al. 2015)).

The swelling of clays is of great importance in geoscience. The self-sealing
capacity of clays makes them suitable barriers against environmental pollution by
preventing the spread of a pollutant or leakage of contaminated water. Swelling is
also a major concern in civil engineering. It can cause volume changes and shifting
of the ground resulting in disruption of the stability of man-made structures. On
the other hand, the electrokinetic coupling between hydraulic-driven flow and
charge transport occurring in the clays play a significant role in electrokinetic
remediation of metal-contaminated soils, see (Murad and Moyne [2008]).

The majority of clays usually don’t exhibit piezoelectric behavior. Therefore,
the model presented in Sec. is used for the modeling of swelling clays. In some
cases that depend on clay particles” deformability, this model can be simplified
even further. Suppose the solid particles can be considered rigid. In that case,
the solid-fluid interaction will be represented only by the surface charge on their
interface and the model will be reduced to the PDEs that describe the fluid phase
only, see (Allaire et al. 2013b).

Applications in energetics

The mathematical modeling of ionic transport in piezoelectric porous medium
contributes to advances in research, development, and innovation in energetics,
especially in the modeling of electrochemical energy storage systems. Between the
possible applications of the model presented in Sec. [3.3) which describes the elec-
trolyte flow through PEPM, belong energy conversion in fuel cells, energy storage
in batteries, and electrochemical supercapacitors, see (Schmuck and Bazant [2015)
and (Emereuwa [2020)).

68
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Figure 5.1: Cortical bone structure.

Applications in biomechanics

In biomechanics, electrochemical interactions between ions and negatively charged
surfaces of the porous material occur in a few types of biological tissues. For
example, in recent years, a significant amount of research has been made into the
expansive nature of cartilaginous soft, hydrated tissues. This research helps with
the development and design of new biomaterials, such as filling porous materials
used in implants and the creation of scaffolds for cell seeding.

However, our interest lies in the modeling of the cortical bone porous structure,
where the transport of the ions in the proximity of charged collagen-apatite matrix
has shown to play a role in bone regrowth and remodeling. Upon stress, bone tissue
generates an electrical potential that directly influences the activity of bone cells.
With this in mind, the model of ionic transport in PEPM that was described in
Sec. seems suitable to the modeling of the cortical bone tissue.

5.1 Modeling of cortical bone porous tissue

The following part of the text focuses solely on the computational modeling of
cortical bone as a two-scale material. It reports on the inner structure of the
cortical bone and proposes the simplified geometry representations of both struc-
tural levels. A significant part of this text deals with the properties of both of
the material phases present on the microscopic scale. It proposes an identification
procedure for obtaining the parameters that are not directly measurable. Then,
we use the findings of this section to perform a numerical simulation of a single
bone osteon.

5.1.1 Cortical bone structure

The cortical bone is a strictly hierarchical system with a complicated porous struc-
ture on different scale levels. From the macroscopic point of view, the cortical bone
tissue consists of a system of approximately cylindrical sub-units called osteons,
see Fig. u Each osteon has a radius of approximately 100-150 pm, (Yoon and
Cowin 2008)), with a hollow canal in its center. It is called the Haversian canal
and contains blood vessels and nerves. The rest of the space is filled with bone
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fluid. The walls of the Haversian canal are covered by bone cells. Behind this bone
cell layer, the walls of the Haversian canal are perforated by a network of small
interconnected channels known as canaliculi (Yoon and Cowin 2008). The can-
aliculi network serves as a connection between the Haversian canal and lacunae.
Lacunae are small ellipsoidal cavities that each contain one bone-creating cell,7.e.
an osteocyte. The lacunar-canalicular network (further referred to by LCN) is sat-
urated by bone fluid that transports nutrients and information about mechanical
loading, which interests us the most.

Bone matrix

The bone matrix consists of a tension-resistant network of collagen fibers and
crystals of calcium hydroxyapatite, (Lemaire et al. 2008)). The incorporation of
hydroxyapatite within the collagen fibers contributes to the overall compressive
strength of bone. However, due to the presence of collagen, the bone matrix is still
deformable. Moreover, it exhibits piezoelectric behavior that was first reported by
(Fukada and Yasuda [1957) in a paper concerning dry cortical bone. The authors
attribute the origin of this behavior to the collagen fibers that exhibit a polar
uniaxial orientation of their molecular dipoles in their structure and so can be
considered as a sort of dielectric material. However, this remains only one of the
explanations as the exact nature of bone piezoelectricity still remains a subject of
scientific research.

Bone fluid

As mentioned previously, small cavities in the bone matrix are saturated by the
so-called bone fluid. Sometimes, the term "bone fluid” is used to describe the
serum in the space outside of the blood vessels filling osteonal canals. However,
we will use it to refer to the extracellular fluid filling the LCN, (Cowin [1999). The
bone fluid serves an important role in the bone structure. It is a coupling me-
dium through which the mechanical forces are translated into mechanobiological,
biochemical, mechanochemical, and electromechanical phenomena at the cellular
level, see (Milovanovic et al. |2013)) and (Hillsley and Frangos 1994).

For the purpose of modeling, we imagine the bone fluid as a salt-water solution.
Thus, there are two types of ions with opposite polarization: the cations Na® and
anions C17, both defined by their respective diffusivity coefficients D%, . and DZ,_.
The bone fluid is characterized by its dynamic viscosity 7; and is assumed to be
an incompressible Newtonian fluid.

5.1.2 Piezoelectricity of the bone

The importance of piezoelectricity in bone was explored since the first description
of the phenomena by (Fukada and Yasuda|1957)). Piezoelectricity has been shown
to play a role in bone adaptation and regeneration. In addition, stress-generated
electrical phenomena have been shown to affect the activity of bone cells. However,
the exact mechanism remains yet to be fully explained.

The exact origins of piezoelectric properties of the bone tissue are still not fully
understood. According to (Mohammadkhah et al. 2019), different piezoelectric
responses have been measured for a dry and wet bone which have been attributed
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to different processes in the bone matrix. The following text briefly describes these
processes.

Piezoelectricity of the dry vs. wet bone

The piezoelectric properties of the dry bone are usually attributed to the molecular
asymmetry of collagen, which was defined as the main mechanism behind strain-
generated potentials in the bone matrix. (Fukada and Yasuda [1957)) showed a
dependency of generated electric potential on the direction of loading. However,
further research performed on the wet bone, (Pienkowski and Pollack 1983), led
to diminishing the importance of matrix piezoelectricity as the main contributor
to strain-generated potentials.

In comparison to the dry bone, the measurements in a wet bone usually show
a lower piezoelectric effect. The research suggests that fluid and ions driven by
mechanical loading may have a role in determining the piezoelectric properties of
bone tissue. According to findings made by (MacGinitie et al. [1997) and (Pien-
kowski and Pollack [1983), the streaming potential was proposed as an alternative
mechanism to matrix piezoelectricity. Let us remind that streaming potential is
generated by a potential difference between two points along the stream of flowing
electrolyte solution in the proximity of EDL, see Sec. for a more detailed
explanation.

Properties of Collagen-hydroxyapatite

The experimental measurement in the bone showed that piezoelectricity appears
only when the shearing force acts on the oriented collagen fibers so that they slip
past one another, (Nalwa [1995). According to (Silva et al. 2001), biopolymers,
such as collagen-hydroxyapatite, usually belong to the symmetry group denoted
by Doo(002), which shows only shear piezoelectricity. For this type of symmetry,
the tensors g and d are given by

0 0O g14 0 0 dll 0 0
g = 00 0 O gos 0 ) d—= 0 dyy O s (511)
000 0 0 O 0 0 ds3
where go5 = —gy14 and doy = dy;. Elastic properties of this type of material are
transversal isotropic with the elastic tensor
A An Az 0 0 0
0 0 0 Ass O 0
0 0 0 0 Ass O
0 0 0 0 0 Ag |
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(a) Microstructure geometric (b) Geometric representation of
representation macroscopic (osteonal) level

Figure 5.2: Geometric representation of micro- and macroscopic structure.

The transversal-isotropic elasticity tensor, which may be characterized by Young’s
moduli Ey, E3, shear modulus GG13 and Poisson’s ratios 15, V31, is than given by

1-vi3v31 vigt+visvsl  v31+riavsi 0 0 0
FE1E30 FE1E30 FE1E30
Vv12+V13V31 1—-vi3v3y v31+V12V31 0 0 0
E1E30 EIE%Q E1E%®
v V1oV 1-v 1-v
31+V12V31 12 12 0 0 0
A— F1E50 E76 E70 , (5.1.2)
0 0 0 2G5 0 0
0 0 0 0 2Gi3 0
Ey
L 0 0 0 0 0 2(1+v12)

where © = (1 + V12)<1 — Vi — 2V13V31)(E12E3)_1 and Vi3 = 1/31E1E3_1.

5.1.3 Modeling of the geometry

The structure of the cortical bone is very complex with multiple porosity levels.
We will focus on the osteonal level and refer to it as the macroscopic level. The
LCN will represent the porosity of the microscopic level. For the purpose of
numerical modeling, we need to simplify the geometry representation on both
structural levels. Let us remind that the used homogenization method assumes
periodicity of the microstructure and its representation by a cubic RPC Y. Thus,
in what follows, we provide a brief description of geometry representation of both
the microscopic and the macroscopic levels.

Geometry of microstructure

The microscopic level represents the LCN filled with bone fluid. For the purpose
of modeling, we have to simplify the complex geometry of this network into a
lattice of RPC Y. This section introduces the main geometric parameters of our
model and focuses on a literature survey for estimating their values.

First, we focus on the dimensions of lacunae. The lacunae are usually described
as ellipsoidal cavities containing one osteocyte each. We can define the shape of a
lacuna as a triaxial ellipsoid with dimensions of semi-axes ay,, by, cr,. The density
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of lacunae in the bone tissue can be characterized by the distance [;, from one
lacuna to another, see (Beno et al. |2006)).

The main two parameters describing the geometry of the canaliculi are their
radius 7. and their number per Lacunae Ng,, which can be obtained following
the surface area method from (Beno et al. 2006). This method uses the number
of canaliculi per lacunae N¢, and the planar projection to compute the number
of canaliculi in each direction. This means that the number of canaliculi in each
direction depends on the size of lacunae, 7.e. semi-axes ar,, b, cr,.

Modeling a high number of such small channels demands fine meshing, which
results in a high number of DOFs and requires a lot of computational time and
memory. So, for the sake of simplicity, we choose to approximate the canaliculi
in three bigger canals in each direction instead. The three channels have a cross-
sectional area corresponding to the sum of all the canaliculi cross-sectional areas
in the given direction to preserve the flow rate between lacunae.

Having this in mind, we choose a cubic RPC Y with three cylindrical chan-
nels leading in different directions and connected by the ellipsoidal cavity. The
geometrical parameters are stated in Tab. and the final RPC representing
canalicular-lacunar network is depicted in Fig.

Geometry at the osteonal level

The macroscopic level is represented by a single osteon which has an approximately
cylindrical shape with a hollow canal in its center. The radius of the cylindrical
body is denoted by R, and the radius of the osteonal canal is denoted by r,. The
values of both these parameters can be found in Tab. 5.1} Note that these values
are highly approximative because of large differences between the dimensions of
each osteon. The resulting geometry used for the macroscopic model is depicted

in Fig. [5.2h

Remark 5.1.1 (Microstructure orientation in the osteon) In the context of
the osteonal structure, the microporosity has orthotropic properties aligned with a
cylindrical coordinate system introduced for a central canal of the osteon. There-
fore, in , we consider all the macroscopic tensors rotated according to such
local coordinate system. In Fig. the RVE'Y s defined in a local coordinate
system Yy = (Y1, 5, y3) labeled by prime. Thus, within the osteon, the orthotropy
axes arising from the homogenization vary, as illustrated in Fig. [5.2d. Thus, to
transform effective tensors between orthogonal coordinate systems in 3D, we are
using transformation matriz R, that should express rotation of the original co-
ordinate system to the new system denoted by L. the transformation expression
for second order tensors reads

Q/ij = Ripququv
and for fourth order tensors it reads

/
ijkl — RipquRk'rRls qurs'



5.2 Identification of material parameters 74

Symbol Quantity Value Unit Source

ar, y1 semi-axis of lacuna in 2.5 pm  (Beno et al. 2006])

by, Yo semi-axis of lacuna in 12,5 pum  (Beno et al. |2006)

cL y3 semi-axis of lacuna in 5 pum  (Beno et al. 2006])

5 distance between lacunae 43 pm  (Beno et al. 2006])

Te radius of canaliculi 0.6 pm  (Beno et al. 2006])
Nca canaliculi per lacuna 106 - (Beno et al. 2006))

R, radius of osteon 90 pm  (Gauthier et al. 2019)
To radius of osteonal canal 30 pum  (Gauthier et al. [2019)

Table 5.1: Geometry parameters of micro- and macrostructure representation

5.2 Identification of material parameters

The aim is to set up a microstructural model of cortical bone tissue with a couple
of material parameters related to the microstructure level and to identify these
parameters with the help of experimental data and numerical algorithms.

We are interested in the identification of mechanical and piezoelectric proper-
ties of the cortical bone. And thus, the vector of optimization parameters a will
consist of components of the piezoelectric coupling tensor g, the dielectric tensor
d, and the parameters defining elasticity tensor A. We consider the solid matrix
consisting of collagen-hydroxyapatite and thus the tensor describing its material
properties has the symmetry type and sparsity pattern as given in Sec. Then,
the vector of optimization parameters consists of components of piezoelectricity
coupling g14, components of dielectric tensor dy1, d33 Young’s moduli £, F3, shear
modulus (G135 and Poisson’s ratios 1o, 131, so that

a = [g147d117d337E17E37G137V127V31]T' (521)

and a € A, where is a set of all admissible optimization parameters, i.e. those
that obey admissibility conditions such as constraints, bounds, or other imposed
conditions.

In this thesis, we focus on the identification of these parameters in dry bone.
Even though the origin of bone piezoelectricity is not attributed solely to the
collagen-hydroxyapatite matrix, it should be explored first. Investigation of para-
meters contributing to piezoelectricity of wet bone should be pursued in follow-up
papers.

5.2.1 Identification of parameters in dry bone

This section deals with the identification of the material parameters that charac-
terize mechanical and piezoelectric properties of dry solid skeleton. It presents the
identification approach based on optimization and sensitivity analysis.

Firstly, we have to define a state problem. In its general form, a state problem
reads: Find z° such that F(a,z") = 0, where z° a vector of state variables that
is dependent on the optimization parameters a, so that z° = z%(a).
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State problem

We consider a macroscopic specimen consisting of a drained PEPM. The specimen
is fixed on the boundary 0,2 and subjected to traction force b on the boundary
0,€2.

To describe such a state problem, we start with the steady state of the ho-
mogenized problem . Assuming there is no electrolyte present, there is no
pressure P nor ionic potentials ®° to influence the mechanics of solid and the
problem simplifies to the following: Find u° such that

—V, - Ae, (u0> =0 in €,
Ae, (u’) -n = bon 0,0, (5.2.2)
u’ =0 on 9,9,

where effective tensor A is given by [3.3.38}. To obtain the weak formulation of
this problem, we employ following bilinear forms

aﬂww:AA%m%%@,me:éerS (5.2.3)

Qp

Let us define a set U of admissible states, which obey boundary conditions, and
set V of state variations by

U={u,u=0o0n9,0},

24
V ={v,v=00n0,0}. (5:2.4)

Then, the weak form of the state problem ([5.2.2)) reads: Find u’ € U such that
ag (uo, v) = Lg(v),Yve V. (5.2.5)

This problem will be referred to as the state problem. The only state variable,
which occurs in the state problem describing drained bone tissue, is the displace-
ment 4’ = u’(a) and will be referred to as such in the following part of the
text.

Optimization problem

Generally, the identification problem is defined as follows: find set of parameters
a as a solution to the following optimization problem:

Amoi(n)F(a, u’),a € A, u’ €U,

u’ obeys state problem: (5.2.6)
aq (uo, 'v) =Lqg(v),Yv eV,

where F' is an objective function. Let us define a projection of displacement field
into a direction of the loading by u® = u° - m. The objective function is given by
the expression

Fla,u’)=>" /aﬂg(ufmp’i — %2 (5.2.7)

1€l



5.2 Identification of material parameters 76

with u®P! = u®Pi. n and u% = u% - n, where u®™P! is the displacement field that
was obtained from i—th experiment, and u%lis obtained as solution to the state
problem , which simulates i-th experiment. By ¢ € Z, we refers to an index
of experimental data, where Z is a set of different setups of the experiments.

The optimization problem is usually solved by the sequential algorithms
with £ iterations. Each iteration consists of solving the state problem for a given
approximation of optimal parameters a®, obtaining the solution «* and computing
the total differential of objective function §*°*F(a*, u*). Thus, we have to find a
way to compute the total differential of the objective function 6'°°F(a, u®). That
can be achieved by sensitivity analysis.

Sensitivity analysis

The sensitivity analysis in the context of material parameter identification is un-
derstood as a computation of sensitivity formulas that characterize the depend-
ence of the objective function F' on the change of material parameters a. This
is achieved by computing total derivative of the function §**F(a,u’(a)) while
respecting the admissible states u® = u%(a).

In the following text, we introduce the necessary mathematic formulas for the
computation of sensitivity and identification of parameters a.

One of the effective methods to compute the total derivative §*"F(a, z(a)) is
the method of adjoint variables. Its advantage is that it results in fewer numerical
computations. This can be highly time and memory-saving, especially in the case
of a high number of optimization parameters. This method lies in the introduction
of adjoint variables A and the so-called adjoint problem.

First, we assign the Lagrange function £ to the optimization problem ([5.2.6))
in the following form

L(a,u’,A\) = F(a,u’) + aq (uo, A) — Lo (N, (5.2.8)

where A € V refers to the variable adjoint to the state variable u°.
The adjoint problem is derived from (5.2.8)), see for example (Kleiber et al.
1997), and reads

ag (w, X) = =0, F(a,isw) =2 [ (™ —d)-w, YweV, (5.2.9)
00

where the a is current approximation of the optimal parameters, X is the current
solution of the adjoint problem (5.2.9), and @& = @ - n is the projection of current
solution @ = @(a) to the state problem (5.2.5)) into the direction of loading. The
r.h.s. of (5.2.9)) was obtained as a partial derivative of theobjective function (/5.2.6]).
It can be shown that the total derivative of the objective function is equal to
the total derivative of the Lagrange function, so that §°*F = 6L and thus we

express 0:°°L in (@, @, A) which yields
SO L(@, @, A) = 6,F (&, &)+ ,a0 (u :\) —6,Lq (A) +6,F (&, &; 0u)+aq (57u,, 5\) .
(5.2.10)

Because \ is the adjoint state, the last two terms in (5.2.10)) fulfill the adjoint
equation ([5.2.9) and the total differential of the objective function is given by

S'F(a,u) = 6, F(a, u) + a0 (w, A) — d,La (N), (5.2.11)
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where A € V is the adjoint state to state u € U. To evaluate total differential
of the objective function, we need to express partial derivatives of all the terms

of (5.2.11). However, it is evident from the definition of F'(a,u) and Lg (v) that
their partial derivatives with respect to the components of vector a are

doF(a,u) =0, 06,Lq(v)=0. (5.2.12)

Thus, what remains to deal with, is the partial derivative d,aq (u, v).

The change of optimization parameters a will influence the material charac-
teristics given on the microscopic scale and, in turn, computation of the corrector
base functions involved in the expressions of effective coefficients. Thus, the com-
putation of the partial derivative d,aq (u, v) lies in the computation of sensitivity
of effective elasticity A with respect to change of material parameters a.

Sensitivity analysis of homogenized elasticity tensor

In this part of the text, we perform sensitivity analysis of the effective elasticity
tensor A defined in (3.3.38). We will follow a similar approach as in (Rohan 2003)).

For the sake of brevity, we shall employ the following notation related to the
correctors introduced in ((3.3.33)),

= = i Y, §,5H = §,w". (5.2.13)

Then, the sensitivity of the elasticity tensor A;j; is obtained by differentiating

1, which yields
5a-/41'jkl = (5aays (Eij, Ekl) + Ay, (5awij, Ekl) + Ay, (Eij, 5a’wkl) -+
+ 5adYs (nij’ nkl) + dYs (5anij7 nkl) + dYS (nij7 5ankl) .

Now, to eliminate d,w", we substitute © = J,w*" into the local problem ([3.3.33));,
which yields

(5.2.14)

ay, (27, 6,w™) = gy, (daw™, 7). (5.2.15)

The same relation will serve to eliminate d,w", only for ij = kiI. Then, we
differentiate the local problem (3.3.33)2 for ij = kl and for ¥y = n%, which yield

Sagv, (B, 07) = =gy, (daw™, n'7) = dadly, (1, ") — dy, (3un*, n") . (5.2.16)

Once again, this expression can be rewritten for ij = kl. All that remains is to

substitute (5.2.15)) and ([5.2.16)) into (5.2.14)), which yields

daAijil = 0qay, (Eija Ekl) — 0qdy, (77“, 77”) — 049y, (Ekla Uij) — 049y, (Ei‘ja 77’”) .
(5.2.17)

For numerical computation of terms present in (5.2.17)), we need to express partial
derivatives of material tensors on the microscopic scale, i.e. d,A4,0,9,0,d. These
can be found in Appendix [C]

Following this approach, we compute the sensitivities of elastic tensor A with

respect to optimization parameters a. For further reference, the sensitivities ob-
tained by sensitivity formula ((5.2.17)) will be denoted by §,.A|s4.
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Sensitivity by finite differences

The finite difference method is sometimes used as a simple way to calculate sens-
itivities but usually is very demanding on the computational time and memory.
However, it can be used to check the sensitivity of effective elasticity A that we
computed by sensitivity formula given by (5.2.17). Note that the sensitivities to
the specific material parameter a; are given in Appendix [C]

Remark 5.2.1 (Approximation of sensitivity by finite differences) The de-
rivative of any function ¢ at point x can be approximated by the central finite
difference formula which reads

do(z) ¢z + Az) — p(z — Ax)

~

dx 2Ax ’

where Ax denotes a step in the value of x. In a similar fashion, the sensitivity
to the parameter a of the general effective coefficient Q can be approximated by
central difference, which yields

Q a_Q—a
5aQ’FD% |+A2Aa | 2 )

where  Qline = Q(a+ Aa) and Q|_pq = Q(a — Aa).

Following Remark [5.2.1] we find an approximation of sensitivities of the elastic
tensor A to each component of vector of optimization parameters a = (a;) and
refer to it by d,,A|rp. Then, we use it to verify the sensitivity formula
for 04, A|s4. For this purpose, we define the relative error between components of
sensitivities 0q,A|rp = {04, Akimn|rp} and 64, Alsa = {0, Akimn|sa} as

abs <5a-Aklmn‘FD - 5a'Aklmn’SA)
re 5(1- mn) — - - :
¢ 1( lAkl ) abs(éaiAklmn|FD)

(5.2.18)

Using this expression, the order of relative error between d,,A|rp and d0,,4|54 is
depicted in Fig. While using Voigt form, the order of relative error €, (d,,.4)
is visualized for each component of sensitivity 0,4 = {04, Akimn }-

Similarly, we may compute the total differential of the objective function by
finite differences which give us an approximation 6, F|pp. Once again, this ap-
proximation can serve to verify the total differential of the objective function
52‘?F |sa. The relative error between these values for each component a; of the
optimization vector a is given by

abs (52?tF|FD - 52(;tF|SA)
abs((Sg?tF\FD)

€rel(05 F) = (5.2.19)

This expression was used to compute the relative error erel(tsg‘jtF ) for each iden-
tification parameter in the vector @ = (a;) and for decreasing value of step
Aa; € {1071,1072,1073}. These values are shown in Tab. from which it is
evident, that with decreasing step Aa; the relative errors are also decreasing.
However, at a certain length of the step Aa;, the relative errors stop decreas-
ing and stabilize around a certain value with only minor fluctuations, as seen in

Fig. 5.4
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The orders of magnitude of relative error €, between sensitivities

d. A obtained by sensitivity formulas and by finite difference approximations for
Aa € {1073,107*,107°}. The relative error of each component of the tensor
daA = {04 A1t} is shown. The expression of relative error €, is given by ([5.2.18)).
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Figure 5.4: The order of magnitude of the relative error €, between the total
differential of the objective function obtained by sensitivity formulae ;> F'| g4 and
its approximation by finite difference 6°'F|pp for Aa; € {107',...,107°}. After
certain length of the step Aa; is achieved, the relative error cease to decrease and
stop at certain order of magnitude with minor fluctuations only.
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tot Erel(‘Sg?tF )
i O Aa; =101 ] Aa; =102 [ Aaq; = 1073
By | -7.48x107% | 7.50x1073 | 7.31x107° | 5.88 x10~*
Es | -5.67x107° | 5.57 x1072 | 5.80x10~* | 1.10 x107°
Gi3 | -6.81x1073 | 2.22x107' | 2.09x1073 | 4.60 x10~6
V1o | -6.09%x107° | 1.50x1072 | 1.65x107* | 1.44 x10~°
vs1 | -3.05x107* | 6.57x1073 | 3.49x10~® | 9.97 x107
gia | -3.14x107% | 3.88x1072 | 7.40 x107% | 6.74x107°
dy; | 9.99x1078 | 1.47x107% | 7.72x107°% | 8.52 x1076
dss | 2.69x1078 | 3.24x107* | 4.00x107% | 5.31 x1076

Table 5.2: The relative error €, between the total differential of the objective
function 0;°'F|g4 and its approximation by finite difference 0;°'F|pp for Aa; €
{101,102, 1073},

Tab. also shows the computed values of the total differential of the objective
function with regard to each optimization parameter. The sensitivity of objective
function F'(a, u) on dielectric permitivity parameters dy; and dss is very low and
they would proof difficult to identify by optimization. However, these parameters
can be measured directly through a dielectric measurement, see for example Silva
et al. 2001. Thus, we may assume that the dielectric permitivity parameters dy;
and ds3 are known and reduce the number of parameters to be identified from
eight to six. From now on, we will work with the reduced vector of identification
parameters a = (a;) with the following components

a = g4, B1, B3, Grs, v19, v31]” (5.2.20)

5.2.2 Implementation and numerical results

This part will provide an insight into the implementation of the identification
procedure and the chosen optimization method.

Fictitious experiment

A set of experimentally measured data is necessary to successfully identify any
material parameters. In our case it would be the set of measured displacement
u®P? i € T as it appears in our definition of objective function (5.2.7)). If we
want to test the identification process, knowing the correct material parameters a
beforehand may be beneficial. We can make use of the so-called fictitious exper-
iment to achieve this. The idea behind the fictitious experiment is to generate a

set of ufmp for known material parameters a. Then, we forgo "correct” parameters
a and use the data set ' as an input to our identification framework. If the

exp
identification process works correctly, we expect it to identify original parameters

a’®' ~ a.

We propose following setup of a fictitious experiment to generate data uéw.
We imagine a set Z of n cubic macroscopic specimens with different orientations
of microstructure, see Fig. [0.5] Similarly to the Remark [5.1.1, the RVE Y is
defined in a local coordinate system y' = (v}, v5,v3) labeled by prime. Then,
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the microstructure orientation within the macroscopic specimen is defined by the
angle of rotation 7%,7 € Z of the RVE Y around v} = x, axis.

As a fictitious experiment setting, we use a static uniaxial tensile test. However,
one uniaxial test does not provide enough information to evaluate five independent
elastic constants of transversally isotropic material, see for example (Nejati et al.
2019). As a compensation, we will perform a tensile tests on each specimen from
set Z, with loading force b acting in direction z1, see Fig. . Thus, we will obtain
set Z of n experimental data uéxp,i € Z, which should provide enough information
to identify all of the six independent material parameters, i.e. one piezoelectric
and five elastic parameters.

For the set of known optimal parameters a that describes the material of spe-
cimens used in the fictitious experiment, we chose the values stated in Tab. [5.3
These values represent the optimum a°®® = a and, assuming that the identific-
ation procedure works correctly, we expect to arrive at these values through the
identification process.

AAAAA A
Y

X1

Figure 5.5: Left: Microscopic RVE Y with local coordinate system y’; Right:
Fictitious experiment setup for identification of material parameters.

Symbol Quantity Value Unit

J14 Piezoelectric coupling 18.4559 x 10~ T C/m?

dy; Dielectric permitivity 88.54 x 10712 C?/N- m?
dss Dielectric permitivity 106.25 x 10712 (2 /N. m?
E, Young modulus 13.90x10° Pa

Es Young modulus 22.21x10° Pa

Gy Shear modulus 3.18x10? Pa

V12 Poisson’s ratio 0.2537 -

V31 Poisson’s ratio 0.3002 -

Table 5.3: The mechanical and piezoelectric parameters characterizing the
collagen-hydroxyapatite matrix of cortical bone tissue. Sources: (Silva et al.

2001)),(Fotiadis et al. [1999) and (Predoi-Racila and Crolet 2008))

1 Computed from piezoelectric coefficient of strain-charge form.
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Component of a a’ a” aV Units
G1a 1x1073 | 0.0 |5x1073 | C/m?
E; 12x10° | 7x10° | 25%x10° Pa
Es 20x10° | 7x10° | 25x10° | Pa
G 2%10° | 1x10° | 5x10° | Pa
Vi 024 | 022 | 029 ]
V31 0.28 0.26 0.4 -

Table 5.4: The chosen initial values and lover and upper limits of components
of vector of optimization parameters a.

Implementation of identification procedure

Implementation of the identification problem consists of four separate parts: com-
putation of homogenized coefficients for given approximation of identification para-
meters aop, &~ a”, computation of solution u* = wu(a*) of state problem (5.2.2)),
solution A\* = \(a*, u*) of adjoint problem (5.2.9)), and finally, implementation of
the sequential algorithm which calls the previous parts and solves optimization
problem (5.2.6)-(5.2.7).

We implemented the homogenization script and the simulation of state problem
in the SfePy software. The implementation process was described in more detail
in Sec. The identification script is written in Python programing language
with the help of SciPy.optimize module, which provides a collection of optimization
algorithms, see (Virtanen et al. 2020)).

To find a minimum of the objective function (5.2.7]), we chose the truncated
Newton (TNC) algorithm, (Nash 2000). This particular method uses the Conjugate-
Gradient method to approximately solve the Newton system in a finite number of
iterations, (Dixon and Price|1988]). It works well with a large number of independ-
ent parameters and enables us to easily apply box constraints, i.e. a € [a, aV].
We have chosen the values of bounds after considering the usual range of values
of material properties of cortical bone found in literature, e.g. (Rho et al. [1998;
Yoon and Cowin 2008; Vatsa et al. 2008). The values of bounds are shown in
Tab. as well as the initial approximation of optimum a.p ~ a.

To better understand the structure of implementation, we list the main steps
of the identification procedure, see Fig.

i
erp)

1. Generate the experimental data wu.,.¢ € Z by the simulation of fictitious

A

experiment for known a°®' := a.

2. Choose the initial value of material parameters a’, setup the bounds a’ and
a and the stopping condition |F(a, u)| < e.

3. Begin the iteration process for k := 0:

(a) Set current approximation of optimum as a®* ~ a*.

(b) Compute the cell problems ({3.3.29)(3.3.35)) and evaluate the effective

coefficients (3.3.36)—(3.3.38)) for current approximation of the material

parameters a’®* ~ a*.
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Setup of bounds, stopping condition and intial value of optimization parameters aqpt ~ a°

......................................................................................................

\ lteration process :
k:=k+1
Computation of solution to the state problem u* = u(a*)
Y
Computation of solution to the adjoint problem A* = A(a, u*) According to
* chosen
optimization
Computation of objective function F(a*, u*) method change
* approximation
of optimization
Computation of total derivative §%°tF(a*, u*, A¥) paramet(:rs
~ +1
* aopt ~ a

[ Is stopping condition fullfiled? ]—@ |

Bl ke

‘ Parameters @opt are identified ’

Figure 5.6: Illustration of sequential algorithm used for identification of material
parameters a.

(c) Solve the state problem ((5.2.2)) that simulates setup of the fictitious
experiment for current approximation of material parameters a°®* ~ a*
and obtain the solution u* = u(a®).

(d) Enumerate current value of the objective function F(a*, u*) given by
G27).

(e) Find the solution A\* = \(a*, u*) of the adjoint problem (5.2.9)).

(f) Compute the total differential of the objective function 65" F(a*, u*, \¥)
for each material parameter a; using expression ([5.2.11]).

(g) Check if stopping condition |F'(a,u)| < € on objective function is met:

i. If the stopping condition is not met: According to the chosen op-
timization scheme use the total differential of the objective func-
tion 0:°'F(a¥, u*, \*) to determine new iteration a*™. Then set
k =k + 1 and repeat from step (a).

ii. If the stopping condition is met: Stop the iteration process and

proceed to step 4 with a®®* := a*.

4. Check, that the identified parameters a°®* = a.

Results

In this part, we report on the result of the identification procedure described above.
Setting the initial value a and bounds a” and aV to values shown in Tab.
and choosing the suitable stopping condition |F'(a, u)| < € with e = 1075.

One of the challenges was finding a suitable line search precision setting for
the Conjugate-Gradient method since the more "coarse” precision showed to be



5.2 Identification of material parameters 85
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Figure 5.7: The evolution of the objective function F'(a, w) and of the identific-
ation of the material parameters a, where the known optima are visualized by a
dashed line.

ineffective. After setting the line precision to 1073 and limit of maximum ob-
jective function evaluation to 500, we start the identification process. After 21
iterations, it ends with success. The evolution of objective function and all optim-
ization parameters is shown in Fig. where a dashed line visualizes the known
optimum of each parameter. We also provide the relative error of each identified
parameter a;*" in relation to its known optimum value d;, see Tab. . The order
of the error is satisfactory. Thus we may conclude that the proposed identifica-
tion process and its implementation work within reasonable precision to identify
material parameters of dry poropiezoelectric medium.

a; gi14 by E3 G13 V12 V31
% 4.8%107* -8.0x10~7 -1.9x10"° 6.6x10~7 3.1x10°5 6.1x10°°

Table 5.5: The relative error of the identified parameters a{*" in relation to their
known optimum value a;.
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(a) Mesh representation of RVE Y (b) Mesh representation of single bone
osteon

Figure 5.8: Mesh representation of micro- and macroscopic structure made
within software GMSH.

5.3 Numerical modeling of single bone osteon

In this part of the text, we use all the knowledge about osteonal geometry, micro-
structure, and material properties to provide a computational model of a single
bone osteon.

Following up on the Sec. and using geometric parameters from Tab.
we present the FE mesh of both micro- and macroscopic geometry in Fig. 5.8l At
the macroscopic scale, the mesh represents a single bone osteon with the Haver-
sian canal. At the microscopic level, the mesh represents cubic periodic RVE Y
containing a single lacuna with channels representing the collection of canaliculi
leading in the directions of the three coordinate axes. We created both meshes
in the open-source software GMSHthat provides a wide variety of meshing al-
gorithms and is suitable for modeling periodic meshes, (Geuzaine and Remacle
. The microstructure size is given by € := ¢y = 0.03 which determines the
influence of the piezoelectric coupling g and dielectric tensor d.

To describe the material properties at the microscopic structure, we use the
values from Tab. that characterize collagen-hydroxyapatite matrix as a trans-
versally isotropic material with weak piezoelectric properties. Electrochemical
properties of bone fluid were taken from Tab.

Once again, to compute the homogenized coefficients and to simulate processes
on the macroscopic scale, we used the implementation made in the SfePy software.
Then, to respect the orientation of LCN in osteon, the computed effective coef-
ficients are circumferentially rotated around the xs-axis of the central canal, see

Remark B.1.11

For more informations about implementation and discretization we refer to

Chapter [ and especially its parts Sec. and Sec. [£.2.2]

Boundary conditions To complete the macroscopic problem (3.3.39)) we need
to define a set of boundary conditions that will reflect the embedding of osteon
in the cortical bone porous matrix. For simplicity, we denote the inner and outer
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osteonal wall and its top and bottom base by I't,I'o,['r, and I'g, respectively.
These boundaries are shown in Fig. [5.9,
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Figure 5.9: Left: Definition of boundaries on the macroscopic specimen; Middle:
Boundary conditions defining BVP IV; Right: Boundary conditions defining BVP
V.

On the outer wall of osteon I'g there is the so-called cement surface, through
which only a few canaliculi can cross. Thus, as an idealization, it is reasonable
to consider the outer wall to be impermeable with no fluid flow and no ionic
exchanges, see (Rémond et al. [2008)). In addition, we also consider the top and
bottom bases of osteon I'tr and I'g to be impermeable.

Even though we model the osteon as a hollow cylindrical body, the influence
of the fluid in the Haversian canal has to be reflected by the boundary conditions.
Relatively to the porosity of the LCN network, the Haversian canal is large enough
to enable the fluid inside to relax so that the pressure can be assumed to be
constant at the osteonal inner wall I'1. With regards to the ionic potential, we
have two possible scenarios:

e The inner wall ['; is considered to be permeable for both ionic
species. This results in Neumann’s conditions describing ionic flux through
the inner wall I'}.

e The ionic potentials are considered constant at the inner osteonal
wall I';. This leads to a prescribed Dirichlet condition on the boundary I'y.

In addition, we also consider the inner wall to be stress-free, see (Nguyen et al.
2010).

With this assumptions we define two boundary value problems (BVP) to
demonstrate the macroscopic behavior of our effective model. Both BVPs are
defined below. The initial values of effective quantities (P, ®°T, u*) o = 1,2, for
both BVPs were taken from their steady state solution for f = 0, E = 0. The
computational time was taken t €]0, 7], where 7" = 1s and time step At ~ 0.05s.

5.3.1 The boundary value problem IV

The BVP 1V describes a situation, where we consider the inner osteonal wall I'; to
be non-permeable. At the top of the osteon, i.e. at I'r, the gradual compression
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is applied which is realized through the boundary condition on wu3(t) given as a
ramp-and- hold function
—ut  for0<t<t,,
=40 = (5.3.1)
—ut, fort, <t<T,

where ¢, = 0.45s and . = 0.1.

The BVP 1V is defined by and by the boundary conditions of Neumann
type and Dirichlet type . The boundary conditions are applied to
the parts of macroscopic specimen boundary, see Fig. [5.9, in the following manner
(for all t €]0,T):

o up=uy =0, wus(t)=u(t)t, n-j,=0, n-w=0only
e u(t)=0, n-j,=0, n-w=0,onlp

en-j,=0, n-w=0, n-of=0,onlp

e P=P, <I>1:<i>1, <I>2:Cf>2, n-of=0,onl;

where o, w and j,,a = 1,2, are given by and u(t) is given by (5.3.1)). The
prescribed values of boundary conditions are P = 1.0, ®; = —0.01, &, = 0.01.

Initial conditions are taken from the steady-state solution (i.e. for ¢t = 0) of
the macroscopic problem with a set of boundary conditions given above.

We solve the macroscopic problem in its dimensionless form. However, using
the dimensional choices made in Sec. [3.2.1] we present all the following results in
dimensionalized form denoted by LIf: see also Remark

Fig. depicts the time dependency of the macroscopic solution in one point
inside of the macroscopic specimen (point A in Fig. [5.9)). The gradually increas-
ing displacement is illustrated in Fig. together with the slow increase in
global pressure P°". In Fig. ionic potentials decrease with the increasing
displacement.

All the presented results are axially symmetric, which is the direct consequence
of the circumferential orientation of the microstructure in the macroscopic speci-
men. Thus, Fig. shows the distribution of macroscopic solution (p°f, u°f, @),
a=1,2, of BVP IV at t = T along the radial axis that passes through point A,

see Fig. [5.9
To better illustrate the evolution of the spatial distribution of solution of
(p°f, uet @) o = 1,2, in the macroscopic specimen, we provide additional

figures at the end of this chapter. These figures are Figs. |5.14H5.16| and de-
pict the solution of BVP IV at the selected time steps t € {to,t1,t2,t., T} =
{0,0.15,0.30,0.45, 1}s. We observe a visible deformation of the macroscopic spe-
cimen, which is mainly due to the increasing displacement on the boundary I'p,
but is partly caused by the swelling of the specimen. In this case, the distribu-
tion of displacement w directly influences all the other macroscopic quantities,
showing a direct connection between specimen deformation and ion distribution,
( represented by ionic potentials ®,,a = 1,2 here).
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Figure 5.10: BVP IV:Evolution of macroscopic fields (pT, u°®, ®°1) o = 1,2, in
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Figure 5.11: BVP IV: Distribution of macroscopic fields (p°f, uw°f, &%) o = 1,2,
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radius of osteon Ry are denoted by red vertical lines.

Reconstruction of macroscopic solution

Once the macroscopic BVP IV has been solved, the macroscopic functions pf, ucf
and @ o = 1,2, can be used to reconstruct the local responses at the micro-
scopic level, while using formulae (3.3.47)—(3.3.49). For a given gy = 0.03, the
macroscopic functions are reconstructed in the recovery region that lies in the
proximity of point A, see Fig. [5.9. This region encompasses the block of six
periodically repeated copies of the RVE Y = g3Y on the microscopic level.
Reconstructions (@1, ®5¢) and (P, u™) of macroscopic fields P« and
o o = 1,2, are shown in Figs. and , respectively. To illustrate the
time evolution of the reconstructed quantities, their state in chosen time steps
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t € {to,t,,T} = {0,0.45,1}s is shown. Because there is already a number of the
figures and we do not want to split the text any further, we place the visualizations
of reconstructions at the and of this chapter for better readability of the text.

The microscopic reconstructions follow a similar pattern as the macroscopic
solutions from whose they are computed. We observe a slow increase in both p™,
u™°, and P5° and the decrease in ®[*°.

5.3.2 Boundary value problem V

The BVP V describes a situation where we consider the inner osteonal wall I'; to be
semi-permeable for both ionic species. This time, we will also gradually increase
pressure inside the Haversian canal. This is realized by the evolving boundary
condition on P at I'.

The BVP V is defined by and by the boundary conditions of Neu-
mann’s type and Dirichlet’s type . The boundary conditions are
applied to the parts of macroscopic specimen boundary, see 5.9, in the following
manner (for all ¢ €]0,7[ and a = 1,2):

eu=0 n-j,=0, n-w=0,onlr

e u=0 n-j,=0, n-w=0,onlp

en-j,=0, n-w=0, n-o/=0,onlp

e Pl)=Pt, m-j,=ji, n-jy=7Js, m-o2=0 only

where o, w and j,,a = 1,2, are given by . The prescribe values of bound-
ary conditions are P = 1.0,5; = 0.01,j, = 0.01. Initial conditions are taken
from the steady-state solution of the macroscopic problem (3.3.40) with a set of
boundary conditions given above.

Once again, we compute the macroscopic problem in its dimensionless form
and dimensionalize the results by following Remark [3.3.1]

Fig. depicts the time dependency of the macroscopic solution in a single
point inside of the macroscopic specimen (point A in Fig. [5.9). It shows a lin-
ear increase in pressure p°f, which is reflected in the linear dependency of the
evolution of potentials ®$T and ®$T. Curiously, the evolution of displacement
magnitude |u°?| shows a nonlinear decrease, suggesting the nonlinear coupling
between pressure and displacement.

Finally, Fig. depicts the distribution of dimensionalized macroscopic solu-
tion (p°f, uf, @) o = 1,2, of BVP V at t = T along the radial axis that passes
through point A (for the placement of point A see Fig. [5.9)).

In the case of BVP V. we provide the visualizations of the spatial distribution
of solution (p°f, u°, ®°M) o = 1,2, only at two time steps, at steady state ¢t = 0
and at t = T' = 1s. These are Figs. and [5.21] We observe a visible deforma-
tion of the macroscopic specimen, which is mainly due to the increasing pressure
on the boundary I';. In this case, the distribution of displacement u®® and pres-
sure p° directly influences all the other macroscopic quantities, showing a direct
connection between specimen deformation and ion distribution, ( represented by
ionic potentials ®,,« = 1,2 here).
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The reconstructions of the macroscopic solution at the microscopic scale can
be obtained for the BVP V by the same process that was described for the BVP
IV. However, we do not provide their visualizations, as this process was already

demonstrated on the previous BVP IV.
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Chapter 6

Conclusion

6.1 Conclusion and discussion

The submitted doctoral thesis deals with the two-scale modeling of ionic transport
in porous media. It was motivated by modeling the processes that occur in the
cortical bone tissue, but its findings can be applied to other applications.

We summarize the contributions of the presented thesis in the following points
that correspond to the aims of the thesis:

e The thesis briefly summarizes the origins of electrochemomechanical phe-
nomena that occur in the porous medium saturated by an incompressible
symmetric electrolyte and which influence the ionic movement and distribu-
tion.

e [t proposes the suitable mathematical model, which considers linear elastic
porous medium and can be easily expanded to describe the weakly piezo-
electric porous medium, and extends it to describe the quasi-static behavior.
Further, it introduces suitable boundary and interface conditions to explain
the interactions on the solid-fluid interface.

e To simplify the complexity of both mathematical models, the thesis gives
their dimensional analysis and proposes the linearization procedure to deal
with their nonlinearity.

e The thesis deals with the upscaling procedure and derivation of expressions
of two scale models for both types of porous media by the suitable homogen-
ization method based on the so-called unfolding. The upscaling procedure
results in the derivation of two effective macroscopic models. The first model
describes the steady state of the electrolyte flow in the solid skeleton made of
an elastic electric conductor. The second model is the extension of the first
one and describes quasi-static electrolyte flow in the solid skeleton consisting
of weakly piezoelectric material.

e The thesis formulates the expressions to reconstruct responses at the micro-
scopic level from macroscopic fields by virtue of the "downscaling” procedure.

e A software for the numerical simulations on both microscopic and macro-
scopic levels was developed in the Python-based framework SfePy that uses

100
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FEM discretization. It is used to simulate the steady state and quasi-steady
state of problems in both of the proposed types of porous media. One of
the features of this software is the ability to reconstruct the solution at
microscopic scales.

e This thesis gives a series of numerical simulations mimicking an experiment
to provide information about the macroscopic behavior of both studied mod-
els. These simulations use a simple geometrical representation of microstruc-
ture so that homogenization results can be interpreted easily. A parametric
study was performed to illustrate the microstructure influence on the res-
ulting effective coefficients. Both the proposed homogenized models, i.e.
model describing the flow of the electrolyte through linear elastic porous
medium and model describing the flow of the electrolyte through the weakly
piezoelectric porous medium, were compared on a macroscopic problem.

e The thesis discusses the possible range of applications of these models in
the final part of this thesis. The main attention is given to the applica-
tion to the modeling of cortical bone tissue. A geometry representation of
the microscopic structure of the lacunar-canalicular network and the macro-
scopic specimen that represents a single bone osteon is proposed while using
the data from the available literature. The literature research of possible
material parameters describing solid phase on microscopic level shows that
they are not easily and definitively measurable. Thus, this thesis proposes
a material identification procedure to obtain parameters of dry bone. The
identification procedure was implemented in Python (with the use of publicly
available Python-based libraries). It uses two-scale computational software
for the numerical simulations mimicking a fictitious experiment.

e The thesis presents a numerical simulation that illustrates the behavior of the
two-scale model of a single bone osteon under the loading. It provides both
the solution of the quasi-steady homogenized problem and its reconstruction
at the microscopic level.

The presented two-scale models undergo a series of significant simplifications.
For example, the linearization process limits the problem to the small perturba-
tions from equilibrium only. This also limits the problem to a quasi-steady state,
as all of the dynamic terms are neglected. Due to these simplifications, the models
lose some of the complexity and interconnectedness. Thus, the resulting equations
of the homogenized model are only weakly coupled and some degree of fidelity to
the real issue is lost. However, these simplifications prove to be useful to lower
the computational requirements of simulations. Alternatively, the fully coupled
macroscopic model could be proposed in the forthcoming work.

We believe that the main contribution of this work lies in the development of
the 3D computational model for numerical simulation on both microscopic and
macroscopic levels. This software can also be used to reconstruct macroscopic
solutions at the chosen region of the macroscopic specimen and thus provide more
detailed information about their distribution at the microscale. This can con-
tribute to a better understanding of the processes that occurs at the microscopic
level.
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Another advantage to the two-scale computational modeling is its use in identi-
fying material parameters of the solid skeleton at the microstructure. Up to now,
the origins of bone piezoelectricity have not been fully clarified. The identifica-
tion process in conjunction with the experimentally obtained measurements can
provide the non-directly measurable material parameters that contribute to the
piezoelectric behavior of the cortical bone tissue. Even though this thesis uses
only the results of the fictitious experiment, the proposed algorithm and software
should be able to identify these parameters from real experimental data as well.

This doctoral thesis contributes to the computational modeling of heterogen-
eous materials with complex microstructure, such as cortical bone tissue. The
software for numerical modeling of both microscopic and macroscopic problems,
which have been developed during the work on this thesis, can be employed to
model other engineering applications as well (e. g. swelling clays, energy cells,
etc.).

6.2 Topics of future work

The topic of multi-scale modeling of ionic transport in piezoelectric porous media
is not a new one. However, it still presents numerous challenges and possibilities,
especially in its application to the modeling of biological materials with complex
structures. The following text proposes a few of these issues which would be
worthy of exploring further.

The presented two-scale models undergo a series of significant simplifications
that limit the problem to linear and quasi-static only. The modeling of a nonlin-
ear problem would bring a whole set of new challenges, both mathematical and
numerical, and will significantly increase the computational requirements. In the
case of non-steady flow, the fluid-structure interaction will be more involved, thus
leading to a strong coupling between the fluid flow, ionic concentrations, and de-
formation. The scale decoupling procedure will become more complicated and will
lead to fading memory effects of the macroscopic responses, as the homogenized
coefficients will serve for time convolution kernels, (Auriault and Boutin 1993; Ro-
han et al. 2012)). However, such a model would better reflect the time evolution
of the phenomena happening in the tissue and could be used for modeling of wave
propagation.

As was briefly discussed in Sec. [5.1.2] there are significant differences between
findings of mechanical and piezoelectric properties obtained by measurements of
the dry and wet bone. This work describes the identification of material para-
meters based on the fictitious experiment performed on the specimen of dry bone.
One of the possible extensions of this work would be to propose a similar identi-
fication process for the experiment performed on the wet bone, i.e. using the pro-
posed model of ionic transport in the poropiezoelectric medium. The comparison
between the identified parameters of wet and dry bone could serve to determine
the real origin of bone piezoelectricity, as was discussed in (Mohammadkhah et al.
2019).

The bones are known to be an ever-changing material that is constantly re-
modeling its inner structure to respond to loading optimally. This can be explored
further through the topology optimization of the microstructure; see for example
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(Rohan and Miara [2006). Additionally, the process of remodeling is governed by
the osteocytes nested in the lacunae, which send signals of bone forming or resorp-
tion to osteoblasts and osteoclasts. In this work, however, we completely ignored
the presence of these cells in the lacunar-canalicular network. The possible exten-
sion of this work would be to include the osteocyte cell in the model and study its
response to the mechanical loading. Some insight into this problem can already
provide the work (Joukar et al. [2016)).

To summarize, let us list some tasks that should be worked on in the near
future:

e derivation of the dynamic effective homogenized model,

modeling of wave propagation,

identification of piezoelectric material parameters of the wet bone and com-
parison to identification in the dry bone,

optimal structure design,

inclusion of the osteocyte cell into the model.

There are multiple other possibilities to expand on this subject, 7.e. modeling of
an evolving microstructure, modeling of young versus old bone tissue, application
to the different problematics, etc. However, we feel that the topics stated above
are crucial to the further understanding of the phenomena and are necessary steps
to take before progressing further.



Appendix A

Dimensional analysis

This appendix clarifies, how the scale parameter ¢ (see Section is introduced
into the system of equations — through the dimensional analysis. Sim-
ultaneosly, it presents the derivation of their dimensionless form ({3.2.8)-(3.2.10).
Having in mind the scaling of the domain, we recall the dimensionless operators
V' and 0,
V=LV, V = (0,), d, = t.0, (A.1)
however, we drop the superscript for the sake of brevity, see also Remark
The dimensionless variables are expressed as follows

v o
pE:£ ’UEZE, wa:E’ A CEZC—, u:g, (A.2)

;= v Ca
De Ve Ve ¢ Ce U

where p,. is characteristic pressure, v. characteristic velocity, c. characteristic con-
centration, u. characteristic displacement and ( stands for the (—potential men-

tioned in Sec. 2.2.21

Modified Stokes problem The characteristic pressure p. is expressed using

the ideal gas law,
Pec = cckpT. (Ag)

Then, by inserting the dimensionless quantities (A.2)) and the dimensionless oper-
ator (A.1]) into (2.3.7), we get

TAS

(& LC
Vpf — S A = Zof
Lepe Pe

C

2
S 25 VS (A.4)
B=1

hence (3.2.7) introduces the dimensionless force f = %f. Upon substituting
expressions VU, = kgT'/e and (A.3)) into (A.4]), we get 60;% = 1. According to

(Lemaire et al. 2011)), the ration between the velocity and pressure magnitudes
Ao == 291 is obtained by the dimensional analysis of the Darcy law which can also

Lepe
represent the viscous flow in pores. This yields
v = P
C nch J

where k denotes the intrinsic permeability (units [m?]) depending only on the size
of the micropores, k ~ (2, hence holds and

veng k 12 9
Lp. L2712 ° A

C

Ae =
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Consequently from - the dimensionless form reads,

2
Vp® — e2Auw® = f' = > 235 V5. (A.6)
A=1

Electrostatics Upon substituting (A.2) and (A.1) in the Gauss-Poisson equa-

tion , it yields
EVe \ e
Iz —5- AU = ecC[;zgcﬁ (A.7)
Using the Debye length definition (3 and parameter v = I>(Ap X5_, 23) 7", we
may express the characteristic Concentratlon Cc as
EkyT Ek,T
.= = , A8
¢ (eAp)? Z%Zl z[% 7 (el)? (A.8)

By substituting ¢, and ¥, into (A.7), we get

EkyT e’ygk‘ T
AV = : Z 2565, (A.9)

so that ¢.L, = &2, hence (A.7) reads

2
EAVG = =7 2565 (A.10)
B=1
Similarly, by inserting (3.2.1)), (A.2) and (3.2.7)) into (2.3.6)), we get
EV,
I n=-X.%". (A.11)

After a few easy adjustments we get its dimensionless form as follows

el®
VUS - -n=— ° ¥ =—-N,Y re A12
eVU5 - n EhaT on I, ( )
where N, ;]iECT is the ratio between electrical and thermal energy and it is

usually of order (9( ) in e, (Moyne and Murad 2002).

Mass balance Upon substituting (A.2)), (A.1]) in the (2.3.3) one gets

j© j. = — o CCDgV(k Tlncie, + eza5) (A.13)
c n C o .
Jode = “%sTL, B cc.+ ez
By adding expression ¢ = 2L and using logarithm of a product formula we get
v . cc.D?
Jode = TV (lnc exp(za\lff)) . (A.14)
By comparing left and right side of this expression, we may found j. = % and

thus
jo,=—-cV <1n c, exp(zalfjc)) . (A.15)
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This expression is then added (together with (A.2) and (3.2.1)) into the mass
balance equation (2.3.2)), and by employing w = v — 0,u, it becomes

VL. ucL,

Dot,

V.- (v°E)+ Vg +

V- (Ou'c) =0, (A.16)

«

where time scale is diffusion time ¢, = L?/D? and we may define so-called Peclet
number Pe, = % that is also defined as a product of the Reynolds number

Re = % and Schmidt number Sc, = g—fg. Finally, adding (A.2) and (A.1)) into
ionic exchanges condition (2.3.4) and after few adjustments we get
. c.DY e DY ey

]aTc-n— Lg QE on F,Z: 1,2, (Al?)

where there is so-called Damkohler number D!, = a.L./t.D%. It can be shown,
that because k, = [ and thus the condition (A.17) becomes

Jo - m=cky— onI')i=1,2. (A.18)

Elasticity
By substituting (A.2) and (A.1)) into the elasticity equation ([2.4.3]) we obtain

1 Ug oy L.
—L—CV : (L—cAe(’u, ) =1F/" PR (A.19)
V- (pCZcAe (u)) =f". (A.20)

Further, let E, be the characteristic size of elastic moduli. The condition ([2.4.6))
then implies relation

B, = Pele. (A.21)
U
and (|A.20]) becomes
1
V- (=Ae(uw)) =f". (A.22)

E.

We may introduce the dimensionless elasticity tensor A’ = AE 1. The rest of the
procedure is similar, thus we only present its results.
The dimensionless form of elasticity equation and its boundary condition reads:

V-(Ae(w))=f inQ, (A.23)
2
A'e(u’) -n= (—pEI +2e%e (v°) + ; (E6 ® E° — ;\E€]2I>> ‘n on [
(A.24)

and u® is Y-periodic, and continuity of velocity on interface becomes

%@us = 'UE, on I (A25)
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Solution of Poisson-Boltzmann
equation in equilibrium

The outcome of this appendix relies heavily on the asymptotic analysis of the di-
mensionless Poisson-Boltzmann equation given by performed in (Allaire
et al. [2013a) and (Allaire et al. [2013b)), so we recommend referring to it for more
detailed treatment. We recall its results for the sake of completeness. It can be
shown, that in equilibrium (f = 0, ¥*** = 0 and the fluxes are zero), the concen-
tration is ¢29¢(x) = b exp(—z,¥°%¢) and Poisson-Boltzmann equation
can be rewritten as

N

ePAV" =y 3" z5¢h exp(—25 W) in 5, (B.1)
B=1

eVU . n=—3% onl” (B.2)

where c% is concentration in infinite dilution. To guarantee, that for > = 0 there
exists a unique solution W*%* we impose the so-called electroneutrality condition

in bulk
N

>z =0. (B.3)
p=1
We adhere to this condition, hence the existence of a unique solution \I/jcq’a €
H#(Q?) is guaranteed, see (Allaire et al. 2010). From the physical point of view,
it ensures that V" vanishes for the zero surface charge.
Although we assume ¥ to be a constant defined on the interface I'*, even for
a periodic distribution of charges 72(X) = %(y), y € Ty, the problem (??) yields
eY-periodic solutions W in %, recalling the “macroscopic” L-periodicity on
Oext{2%. This property allows us to consider only the local problem in the zoomed
RVE represented by cell Y.

By the periodicity of domain §2°, we have also

&7

W () = W), () = (), (B.4)

where concentrations ¢¢4(y), o = 1,2 obey the form of the Boltzmann distribution

cely) = e exp(—2 5 (y)). (B.5)
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The potential U5 (y) € H#(Yf) is a solution to the Poisson-Boltzmann equation
(3.2.13) imposed in Y7}, in particular

2
VoU =3 zpchexp(—2305)  in Yy,
p=1 (B.6)

Vy\I/jcq n=—N,¥ only.

The solution of this problems depends on the assymptotic analysis for parameter

v — 0. Recall that
1\ 2

The parameter 7 is the fundamental physical characteristic that drives the trans-
port properties of an electrolyte solution in porous media. For large v, the elec-
trical potential is concentrated in a diffuse layer next to the solid-fluid interface.
According to (Allaire et al. |2013a),the Poisson-Boltzmann (B.1)) exhibits the dif-
ferent regimes, depending on the values of parameter ~:

o [f the parameter ~ is large, it suggests that the size of a pore [ is much large
than Debye length Ap. In this case, the electrical potential is concentrated
in a diffuse layer next to the solid-fluid interface. Co-ions that exhibit the
same charge as that of a solid phase are able to move freely inside a pore. In
such cases, the effects of EDL on ionic transport are too small to consider.

o [f the parameter v is small, it suggests that the size of a pore is smaller than
Debye length. In such a case, the EDL has a significant influence on the
ionic movement and its effects have to be taken into account. In the case
of two small ~, the effect of the EDL is too strong and co-ions do not have
access to the small pores (Donnan effect).

In our case, we focus on the case of small .

As the literature suggests, the asymptotic analysis for small parameter v, in
other words for small pore size, is not trivial and for v — 0 even reveals the so-
called Donnan effect. It is not our aim to reproduce this analysis, thus we only
state its result. For the more rigorous analysis, we refer to (Allaire et al. 2013a).

Let as assume that [ 3 = 0. Then potential in equilibrium ¥* is quantified
by

V(y) = Tnoly) +O(), (B.8)

where Wy(y) is solution of
A\I/NO = 0, in Yf, (Bg)
V¥pno-n=—-% only, (B.10)

and WU yo(y) is Y-periodic.
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Partial derivatives for sensitivity
analysis

In this section, we will give partial derivatives of material tensors describing micro-
scopic scale with respect to the vector of optimization parameters a. We consider,
that tensor of piezoelectric coupling g, dielectricity tensor d and elasticity tensor
A have symmetry types and sparsity pasterns as given in Sec. [5.1.2] but we will
recapitulate it for better readability: The transversal-isotropic elasticity tensor is
characterized by Young’s moduli E7, F5, shear modulus G153 and Poisson’s ratios
V12,31 and it is given by

1-vi3v31 viatvisvsi  v31+viov3i 0 0 0
FE1E30 E1E30 FE1E30
vi2+v13v31 1-vi3v31 v31+V12v31 0 0 0
E1E30 EIE%G) E1E%9
v31+vi2v31 1-viy L-vpy 0 0 0
A= | EE® E76 E26 , (C.1)
0 0 0 2G13 0 0
0 0 0 0 2Gi3 0
Ey
L 0 0 0 0 0 2(14+v12)
where © = (1 + V12)(1 — V12 — 2V13V31)<E12E3)_1 and Vi3 = V31E1E§1.
The vector of optimization parameters a was given in Sec. [5.2] as
a = [9147 d117 d337 E17 E3» G137 2, V31]T
Then, we introduce following partial derivations:
0001 0 O
Spg=10000 —1 0], (C.2)
0000 0 O
1 00 0 00
Sad=10 10|, sd=1]00 0]. (C.3)
0 00 0 0 1

For the sake of brevity, we will take advantage of symmetry of elasticity tensor
A and write only partial derivation of its components. Let us also introduce

109



Appendix C 110

function © and its partial derivatives:
O =010, 01 =(1+v), Oy=(1—w— 205 FEE;",
05,0 = (1 + viz)(—2v5, E5),
65,0 = (1 + v12)(2v3, E1 E5?), (C.4)
6,0 = (1 — vy — 2V3 E1Egt) — (14 v1)
65,0 = (1 + v1p)(—dvs ELES ).

Using these expressions, we introduce the list of the non-zero partial derivatives
of components of elasticity tensor A with symmetry ((C.1):

e Partial derivatives of A;; with respect to F;
5E1A11 = |:<1 - 2V§1E1E§1)@ - (El Z/31E2 )5E1@:| N 2
O Are = [(vi2 + 24 B1E; 1O — (vio B+ v BY By )5E1@} 02,
0, Ass = 65, OV, By — E3)072, (C.5)
6, Az = (V31 + 119131)© — (V31 By + vio131 By )65, 0] 072,
5E1A66 = (2 + 21/12>_1,

e Partial derivatives of A;; with respect to Ej

O An = [(V3 EYE; )0 — (B — v} B} By )og,0] 072,
O Ar = [(—VH E{ E5®)O — (2B + 13 BBy 1)05,0] 072, )
Sp Al = 05, 0(—131v19E) — v31 B1)O72,
OmyAss = [(1 = 1,)0 — (Es — v} E3)0150| ©72,
e Partial derivatives of A;; with respect to Gi3
0GysAss = 2, (C.7)

e Partial derivatives of A;; with respect to 9
SupAn = (—Ey + v} E1 By ') [07%0;" — 6710,7]
5,,12A12 |E1© — (vio By + 13 BYE; 1)6,,0) ©72,
Oup A1z = [Erws1© — (v31 By + vigv31 F))6,,0] 072, (C.8)
Oy Asg = | —2012E30 — (E3 — 1}, F3)5,,,0) ©72,
Oy Ass = —2E1(1 + 112) 7,

V12

e Partial derivatives of A;; with respect to vs;

(51,311411 [( 21/31E E )@ — (E1 1/31E2 )6E3@} @72
(

(SV31A12 = [ 2V31E2 (V12E1 + 1/31E2 )6,,31 @} CH 2 (C 9)
51,31141 [ E1 + Ell/lg)@ (1/31E1 -+ V12I/31E1)(5y31 @] @ 2,
V31 (VZ )51/31@@ 2

These partial derivatives serve to calculate total derivative of objective function
0 F(u, a).
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