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ABSTRACT 

This research examines the application of computer vision (CV) and large language models (LLM) in diagnosing 
eye diseases in dogs. The study utilizes a U-Net framework, incorporating convolutional neural networks (CNNs) 
such as ResNet, Inception, VGG, and EfficientNet, to enhance the segmentation of eye disease areas. Along the 
base U-Net model, four U-Net-based models were developed and evaluated on a dataset specifically generated for 
this purpose, classifying eye diseases into four categories. The performance of the enhanced U-Net architectures 
was found to be superior to that of the standard U-Net, with the U-Net modified with ResNet34 achieving the best 
segmentation accuracy, as measured by a Jaccard index of 66.6% on a custom test set. The segmented images were 
then diagnosed using various LLMs, including ChatGPT, Mistral, Gemini (Bard), Claude, and Llama-2, which 
were assessed using 15 different symptom sets. The study demonstrates that combining advanced image 
segmentation techniques with LLMs can improve diagnostic accuracy in veterinary medicine. The approach 
leverages the segmentation capabilities of U-Net for precise localization and the diagnostic ability of LLMs to 
interpret symptoms, facilitating enhanced diagnostic tools. This method could be applicable to other medical 
diagnostic areas requiring similar dual capabilities. 
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1. INTRODUCTION 
Major advances in computer vision and deep learning 
make these technologies more interesting for 
integration in veterinary medicine to facilitate early 
and accurate diagnosis to improve treatment outcomes 
[RoFB15].  
The article discusses the development and 
performance of models trained for semantic 
segmentation of ocular symptoms in dogs with 
standard U-Net encoder-decoder network and 
enhanced with different CNN backbones. A specially 
generated dataset, featuring symptoms like corneal 
cloudiness and scleral redness, supports the training of 
our models [GĐLM20]. For the interpretation of 
detected symptoms and the support of the diagnostic 
processes the LLM chatbots ChatGPT [SPKS24], 
Mistral [JSMB23] and Llama-2 [TMSA23] are 
evaluated. Gemini (used to be called Bard) 
[HMHS23], and Claude [WKBB23]. 

2. RELATED WORK 
The CNNs have significantly advanced the medical 
diagnosis, with U-Net architecture emerging as 
particularly effective for medical imaging analysis due 

to its robust feature extraction and segmentation 
capabilities [RoFB15]. Enhancements to this model 
include integration with advanced CNN backbones 
like ResNet [HZRS15] and Inception [SVIS15], 
improving symptom localization in various medical 
contexts [ChCh19, LXWJ19]. Competitive 
performance of U-Net-based models in medicine is 
demonstrated also in [AARJ22, PTRS21] and  
[JBZL22] that has shown that U-Net can outperform 
transformer-based architectures in medical image 
registration with minimal modifications. Research on 
canine ocular conditions remains limited, focusing 
primarily on diseases such as glaucoma  [JoMK06, 
SHIS11]. The scarcity of datasets poses significant 
challenges, and while synthetic datasets have proven 
beneficial in other areas, they are less suitable for this 
field due to the variability in clinical presentations 
[DKKC21]. The efficacy of LLMs in medical settings 
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has been less explored, with existing methodologies 
for performance measurement often not meeting the 
complex requirements of healthcare interactions 
[ARKH23, DaZB18, WKBB23]. This research 
incorporates LLM technology with image 
segmentation to investigate their combined potential 
in enhancing diagnostic accuracy for canine eye 
diseases. 

3. U-NET MODELS FOR CANINE 
OPHTHALMOLOGIC SYMPTOMS 
SEMANTIC SEGMENTATION 
The diversity of eye diseases in dogs poses significant 
diagnostic challenges. For more effective 
classification, diseases were categorized into 
prevalent symptom groups to better focus the model 
on essential visual indicators. This categorization 
spans various conditions, enhancing the model’s 
capability to generalize across different canine breeds 
and ocular pathologies. 

Dataset Description and Augmentation 
A custom dataset comprising 145 images sized 
320x320 pixels was developed, sourced from 
specialized ophthalmology clinics, and reviewed by 
veterinary specialists. It represents diverse breeds and 
disease manifestations. Each image is paired with a 
uniquely colored mask highlighting four key 
symptoms, maintaining proportionate representation 
across different classes. Augmentation techniques like 
horizontal flips, rotations, and translations were 
employed to introduce variability and improve 
generalization; however, zooming was avoided to 
preserve mask integrity. The final dataset now consists 
of 200 images with distribution of symptoms 
appearances from 118 for excessive tearing to 154 for 
sclera redness because of multi-symptom occurrence 
on images.  

U-Net Architectural Enhancements and 
Performance Evaluation 
The U-Net framework was enhanced with various 
backbone networks to reinforce feature extraction. 
Configurations included ResNet34, known for its deep 
residual learning; Inception V3, which utilizes 
inception modules for efficient cross-channel 
correlation processing; VGG16, noted for its deep, 
straightforward convolutional structure [SiZi15], and 
EfficientNet B3, optimizing the balance among depth, 
width, and resolution [TaLe20]. Performance 
evaluations focused on the mean Jaccard index across 
different ocular conditions as detailed in  Table 1. The 
U-Net with ResNet34 backbone exhibited the best 
performance in 3 out of 4 symptom segmentation 
accuracy tests. These modifications to U-Net 
architecture underscore its potential to enhance 
disease segmentation in veterinary ophthalmology. 

4. INTERPRETATION OF 
SYMPTOMS USING LARGE 
LANGUAGE MODELS 
The integration of U-Net architecture in this 
experiment assures precise localization of ocular 
symptoms in dogs. This segmentation information, in 
the form of symptom presence, are fed into the 
diagnostic phase, where large language models 
(LLMs) like ChatGPT, Mistral, Gemini, Llama, and 
Claude analyze and interpret these symptoms, 
providing preliminary diagnoses. This dual approach 
combines U-Net’s accurate localization with the 
analytical capabilities of LLMs to enhance the 
diagnostic accuracy and efficiency. 

Evaluating Symptom Interpretation 
Using LLMs 
To evaluate the LLMs performance in interpreting 
textual descriptions of disease symptoms, it was 
necessary to define an appropriate metric to measure 
the success of the model. Textual descriptions of 
symptoms are subjective, often containing ambiguous 
or incomplete information. Therefore, the evaluation 
metric focuses on effectiveness of LLMs to accurately 
interpret these descriptions and to extract relevant 
medical information and provide accurate, coherent 
responses that are consistent with medical knowledge. 
To ensure the reliability of symptom interpretation, 
only segmentation results with an accuracy above 98% 
are considered. This strict threshold ensures that errors 
in segmentation do not compromise the diagnostic 
accuracy of the LLMs. 

Comparative Evaluation of LLM 
Diagnoses based on U-Net Symptoms in 
Canine Eye Diseases 
The study assessed the diagnostic accuracy of LLMs 
using 15 medical cases with varying symptom 
combinations, each derived from U-Net identified 
symptoms. The accuracy of the LLMs diagnoses was 

 Architecture Ocular 
Opacity 

Sclera 
Redness 

Excessive 
Tearing 

Colored 
Ocular 
Protrusion 

U-Net 38.5 44 0.3 55.8 
U-Net + 
ResNet34 73.9 80.6 38 73.9 

U-Net + 
Inception V3 78.3 78.3 37.9 54.2 

U-Net + 
VGG16 75.1 75.7 27.2 54.1 

U-Net + 
EfficientNet  69.7 79.2 36.1 67.5 

Table 1. Results of U-Net segmentation in Jaccard 
coefficient index showing performance using 

different backbones. 
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evaluated using a straightforward scoring system 
which was based on expert knowledge for each 
individual case: a score of 1 was given for a correct 
match, 0 for indeterminate responses, and -1 for 
incorrect or hallucinated diagnoses. An example of 
such evaluation on an image taken from the [ThMP00] 
show an American bulldog with protrusion of pink 
colored mass and epiphora symptoms. These two 
symptoms were taken as a reference in setting the 
initial diagnosis which was presented to the LLM 
models. The prompt directed to the LLM was divided 
into context, desired output and query as shown in the 
Table 2. The analysis of LLM performance in 
diagnosing canine eye diseases highlights significant 
insights into their diagnostic capabilities. ChatGPT4 
demonstrates the strongest overall performance, 
particularly in accurately diagnosing single-symptom 
conditions such as Nuclear Sclerosis and Cherry Eye. 
However, it, along with other models, encounters 
difficulties with complex multi-symptom scenarios. 
ChatGPT3.5 shows variability, effectively diagnosing 
conditions with complete symptom presence but 
struggling in their absence. Gemini and Claude are 
effective in straightforward cases but face limitations 
in complex scenarios. Mistral AI shows steadiness in 
simple cases, cautiously avoiding overconfident errors 
in more complicated diagnoses. Llama-2 struggles 
across a range of scenarios and fails to recognize 
excessive tearing as a symptom.  

5. CONCLUSION 
This study indicates a promising future in veterinary 
ophthalmology through the integration of computer 
vision and LLM technologies.  
The implementation of U-Net particularly enhanced 
with backbones like ResNet34 and EfficientNet B3, 
has effectively segmented ocular symptoms in 
canines. The U-Net with ResNet34 notably 
outperformed the standard model, especially effective 
in recognizing corneal cloudiness and scleral redness. 
Challenges remain in segmenting excessive tearing 
due to difficulties in annotation and boundary 
determination. The development of a specialized 
dataset was crucial for optimizing the U-Net models 
to detect ocular symptoms accurately.  
The utilization of LLMs such as ChatGPT, Mistral, 
Gemini, Llama-2, and Claude for symptom 
interpretation and preliminary diagnoses revealed that 
while LLMs manage single-symptom cases 
effectively, their performance decreases with the 
complexity of multiple symptoms. This observation 
underscores the need for further enhancement of AI 
diagnostic tools but also suggest potential in 
supporting diagnosis. 
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LLM response to a Prompt* Score 

Llama-2 Excessive Tearing + Coloured Mass Protrusion in the Eye Corner Diagnosis: Allergic 
Reaction -1 

Mistral 

Excessive tearing or Watery eyes + Coloured Swelling in the Eye Edge: Although less 
commonly seen together, coexisting watery eyes and coloured swelling may warrant 
referral to a specialized veterinarian for proper evaluation and management of 
suspected immune-mediated disorders affecting multiple organs. 

0 

GPT4 Watery Eyes + Protrusion of a Red or Pink Mass - Diagnosis: Cherry Eye with 
secondary tear duct irritation. 1 

Claude 

Based on the symptoms you described, I do not have enough information to make a 
definitive diagnosis. The tearing and protruding mass indicate an abnormality 
affecting the eye and surrounding structures. But the specific diagnosis cannot be made 
based on these limited symptoms alone. Further veterinary examination of the eye 
would be recommended.  

0 

Gemini 
The combination of excessive tearing and a red/pink mass protruding from the eye 
corner strongly suggests cherry eye, a prolapse of the third eyelid gland. This condition 
usually requires veterinary examination and potentially surgery for correction. 

1 

* [Can you make a short pinpoint diagnosis based on the combination of these dog eye symptoms to assist a vet in preliminary 
decision-making for diagnosis: 
1. Excessive Tearing/Watery Eyes 
2. Protrusion of a Red or Pink Mass in the Eye Corner] 
 

Table 2. Examples of prompt presented to three LLM models, along with their responses and associated 
score values. The Correct diagnosis is Cherry Eye. 
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