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ABSTRACT

A model-based method is proposed in this papeB{dimensional human motion recovery, taking unbralied
monocular data as input. The proposed method s blgenerate smooth human motions that resemble th
original motion from the same viewpoint the sequewas taken, and look continuous from any othewp@nt.
The core of the proposed system is the motion tpeadiction for reconstruction. To focus the resbasffort on
motion reconstruction, “synthesized” input is fisinployed to ensure that the reconstruction algoriis
developed and evaluated accurately. Experimenttsesn real video data indicate that the proposethod is
able to recover human motion from un-calibratedri@@nocular images with very high accuracy.

Keywords: human animation, 3D motion reconstruction, moti@md prediction

1. INTRODUCTION of a human model according to camera calibration

Animation is the production of consecutive images, information and biomechanical constraints applied o
which, when displayed, conveys a feeling of motion the model. Orthographic projection is used in their
[HOB99]. In the past decade, with the rapid approaches, which is greatly different from the

development of computer technology, computer Perspective projection used in any real camera.
animation has become very popu|ar in many [LZP99] and [PCSOZ] made use of the motion |Ibrary.

app"ca’[ions_ In Computer animation, the The former took motion attributes achieved through

representation of human body and its motion reseive reconstruction as guidance for estimation of
great attention, since human animation are W|de|y unknown human motion, while the latter use motion

emp]oyed in many areas, such as games, movies!ibrary to resolve the depth amblgwty in reCOVgrin
surveillance, scientific  visualization, etc. As 3D configuration from 2D image features. In both
monocular images and video sequences are easiljattempts, a large motion library needs to be
available, many great efforts have been made tomaintained and upgraded continuously. In [CB04] the
reconstruct 3D human motion from monocular concept of prioritized constraints is introduced.
images. However, such attempt remains very muchBased on it the proposed method can get quite good

under-developed due to many technical difficulties. ~ results, which is only suitable for adding variasao
motions known before the reconstruction. [DTJR01]

[Tay00] and [RRO3] suggested adjusting the postureinyroduced an interactive system which combines
biomechanical constraints on 3D motion with user
interferences to reconstruct sequences in 3D;
similarly three possibilities for solving inverse
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kinematics problem during human animation are
discussed when interactive direct manipulation is
applied [Rd03]. There are also attempts in
automatically generating accurate inverse dynamics
solutions to simulate and deform human motion
[TSF04] and [KMO04], however such efforts have
been concentrated on hand posture recovery only.
[ZLO4] proposed a Criterion Function (CF) to
represent the residuals between the image featare a
the projected features from the reconstructed 3D
model in a Global Adjustment (GA) system. In their
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method the accuracy and the consistency of theefficiently generate smooth human animation. It
recovered postures are only guaranteed from thedemonstrates great advantages over most of the
same viewing direction as the original. methods proposed before, when only 2D monocular

Most existing methods introduce simplifications on data is available.

human motion or require assistance such as usefThe rest of this paper is organized as follows: 3D
interference or motion library. This paper aims to skeleton model used in motion reconstruction is
propose a novel model-based human motion introduced in Section 2; in Section 3 assumptioms o

reconstruction method from un-calibrated 2D the input data are explained; MTP and the detailed
monocular data without user interferences and thereconstruction procedure are described in Sectjon 4
human motion is truly unrestricted. experimental results are presented and analyzed in
Section 5; and a brief conclusion is presented in

The key component of our proposed system is ag e

Motion Trend Prediction (MTP) technique which
aims to achieve the posture reconstruction at every2. MODEL

frame based on information from previous frames T reconstruct 3D motion a camera model and a
(except the 1 frame). Unlike the proposed method huyman model are set up. The camera model is
for estimating 3D motion of an articulated objett i |ocated at a fixed position in virtual space with
[HNHQ94], we do not divide our skeletal model into pre-defined focal length, and it does not require
many small components, recover their motions knowledge of the actual cameras from which the
separately and integrate them together to compose&jideo sequence is taken. This project focuses on
the motion of the skeleton itself. In that way alifh  recovering the whole body motion from monocular
the estimation of each small component might be data; hence an articulated 3D skeletal model as
Simple and feaSibIe, the recovered motion of the shown in F|g1 is sufficient for our purpose. Tbm]:
entire skeleton cannot be ensured to be favoréble. pelvisis set as the root in the skeletal tree structure,
our algorithm, the whole skeletal model is always and the 5 leaf joints arkeft wrist, right wrist, left
treated as a single object to ensure the consistenc gnkle, right anklendhead

between motions of different body parts and their
smoothness. Some systems utilized silhouettes for
estimation of the posture with human body depth and
collision constraints [MGO1], where only arms were
studied. Later such efforts were extended [FRDCO4].
To better produce silhouettes from 2D monocular
view and to resolve the 3D pose prediction
ambiguities Principal Component Analysis (PCA)
and Radial Basis Function (RBF) are both employed.
Besides them, motion library and key frame
technique are also needed for accurately rendering
3D animal gaits. Simplicity and computational
efﬁciency is sacrificed in the method to achieve l.pelvis  2lefthip  3.righthip 4.leftknee  5.rightknee 6. leftankle
accurate motion simulation. Compared to them our  7.rgntanke 8abdomen  9.chest 10.neck 11.head 12 leftshoulder
prOPOSEd MTP tEChnique iS fall'|y Simpler yet more 13. right shoulder  14. leftelbow 15.righteloow 16. leftwrist  17. right wrist
accurate. As the MTP technique is a per-frame
approach, we introduce a filtering process to simoot
the results. The filtering algorithm can be repéate
necessary in order to re-enforce important comggai At the current moment, our attention is focused on
Therefore the accuracy of the MTP can be strictly the motion reconstruction for segments including
guaranteed. Further more, unlike the Kalman or the pelvis, waist, chest, neck, upper arms, forearms,
particle filtering prediction tracking algorithm thighs, and crura. The tips of hands and feet,thad
[WB95], calculations of partial derivatives or area top of the head are not considered as individuatgo
more complicated infrastructure are not necessary i in our work. Their motions will be determined byeth
our algorithm. Through a very small set of simple motions of forearm, crus and neck segments
Deviation Function (DF) equations, 3D human respectively. Besides, the leaf joints are assutned
postures in a motion sequence can be tracked andave no degrees of freedom (DOF) since they are
recovered. The settings of the weighting parameterlocated at the end of skeletal branches. Movenants
(WP), which plays an important role in determining these leaf joints are resulted from the rotatiohthe

the MTP’s accuracy, can be easily found through aconnecting parent joints. For reconstruction puepos
low-pass filtering process as well. The MTP we assign each intermediate joint (joints thatraoe
technique proposed here is very simple, but it canleaf joints mentioned above) 1 to 3 DOF(s) in the

Figure 1: 3D skeletal model, its 2D stick figure
and the 17 joints

WSCG2006 Short Papers Proceedings 118 ISBN 80-86943-05-4



world coordinate system (WCS), and each factors preventing the progress of reconstruction
intermediate joint is associated with a local technology. Besides, the lack of depth informaiion
coordinate system (LCS) as shown in Fig.2. However monocular image source makes it extremely difficult
there are 6 DOFs (3 for translations and the ofher to evaluate the performance of any 3D reconstraoctio
for rotations) atpelvis since the translation of the algorithm.

whole body is represented by the movememied¥is
Therefore our human model actually has 17 joiriés, 1
segments and 37 DOFs.

The extraction of 2D feature information and the 3D
motion reconstruction are actually two independent
modules. They should be addressed separately and in
parallel for the ultimate development of the contgple

3D motion reconstruction system. In this projebg t
research is focused on the 3D motion reconstruction
To ensure the proper development and evaluation of

¥ axis

(o) .
X . . .
S o the reconstruction algorithms, computer synthesized
the (1™ joint source videos is first used. The popular BVH
S (Bio-vision hierarchical data) motion files are
WCS LCS of the i joint

employed in any computer animation software to
. ) I generate various animation series on a fixed human
Figure 2: WCS and LCS of the i joint model with known geometry. For the time being, the
The rotational angles of each intermediate joimiuab ~ Motion is generated for a skeletal model to shaav th
the 3 axes in its associated LCS are governed bymotion more clearly. The 3D animation is projected
biomechanical constraints [WBF87, RGBC96, on the image plane to produce the 2D joint features
PW99]. The joint constraints in [ZL04] are usedeher in every frame, which is the only input to our nooti
with some modifications as listed in Table 1. reconstruction system. The 3D motion data and the
camera settings are not utilized in any way dutirey

xaxis y-axis #axis reconstruction process. Such information can lager

Chest -25°~30° | -30°~30° | -15°~15° used for comparison purpose after the motion is

reconstructed in 3D to ensure proper evaluation of

-90° ~ o | _ o_ o _ o _ o ! .
Left Shoulder | -907~90" | -1357~ 457 | -1357~90 the reconstruction algorithms developed.

0_ o _ 0 _ OO 0_ o . .
Left Elbow 0°-0 135°-0 0°-0 The reconstruction algorithms developed can be used

Right Shoulder| -90°~90° | -45°~135° | -90° ~ 135° on any kind of actual monocular video to produce
Right Elbow 0°=0° 0°-135° 0°-0° reconstructed human motion truthful to the extrdicte
2D feature information. The "synthesization" paft o
Leftknee | 0°~135° | 0°-0° 0°~0° this project is merely to enable accurate evaluatio
Right Knee | 0°~ 135° 0°=0° 0°=0° and assessment of any reconstruction algorithms. Th
_ i algorithms are later tested on real video to
Table 1: Modified angular constraints based on demonstrate their applicability.

biomechanical constraints
) o Manual adjustment for the'frame is required in our
Through proper translations of tielvis joint and  gystem, since information of the™ frame is the
rotations of the segments about each joint in the starting point for the MTP. The human posture and
skeletal model, any human posture could be obtainedbody location recovered at th& frame have to be

from the initial pose in Fig.1. very accurateThe skeletal model will first be resized

3. PREPARATION OF DATA to fit the human geometry shown in the 2D
In order to generate reliable motion reconstruction Menocular data. Human posture in thieframe will

2D feature information, such as the joints’ positio ghen be dc_alctﬁlated tandt_reco,\\/llgred usmgl '\g as
on the 2D image plane, extracted from the source |bscutsse t”.] he r:ex_sr(]etcblon. inor matnua r Elct)h
images or video must be highly accurate. Any error 200Ut Certain joint mignt bé necessary 1o ensta

in feature extraction could lead to incorrect 2D the recovered posture resembles the original one in

configuration of human body geometry and human ?1|| deta_ils. Such manual adjustmept is only allowed
posture. There have been a large number ofin the first frame. The reconstruction process Ibf a

approaches to feature extraction in the image.Other frames is completely automatic and user

processing and computer vision area [AT04, BKO3, interference is not allowed and totally unnecessary
GODCO05, LF04, LZZP04, SJ04, TSFO04]. However 4. MOTION TREND PREDICTION
up to date, no technique is able to produce 2D @mag {yman motion reconstruction is actually a process t

feature extraction that is sufficiently accurate. yeconstruct human posture at every frame. The goal
Extraction error remains an unavoidable issue. As ais to recover human postures which resemble the

matter of fact, such inaccuracy is one of the main griginal postures as much as possible. Our algarith
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is based on two observations about human motion. 1 WCS coordinates of thé' joint’s direct descendant(s)
Despite the complexity of human motion, there are at theK™ and K-1)" frame respectively. Another 3D
actually only two types of movements involved: the predictor is derived from th& component of each
translation of the whole body and the rotationshef joint. This predictor is used to stress the movemen
body segments about the joints. The former put thecaused by the absolute depth changes in WCS:
human body in a certain location, while the latter _

generates a particular body posture. Hence, the 3DPredictor componeni = abgz* - 27) (2)
movement of any joint can be treated as the
composition of the following transformations:
translation of the whole body, and rotations of all
ancestor joints of this particular joint. 2. Modttbe
human motion is assumed generally smooth
(although it's not so true in real human motion),
which means that the 3D human postures in
neighboring frames are similar.

During the reconstruction process, once the
reconstruction of a frame is finished, the posture
configuration of the skeletal model obtained faisth
frame will be used as the reference for predictivey
human posture in the next frame. In other words, th
3D coordinates of every joint and its Z component i
WCS at the K-1)" frame will be utilized when
recovering the 3D posture at tK& frame.

Based on the above observations, a Motion Trend
Predication technique is proposed. As discussed in
Section 1, the technique has many advantages ove
the existing methods. It is developed for two dtiffe
types of human motion: human motion with or
without the body relocation.

Therefore a DF is developed as shown in EQq.(3),
which is the parametric representation of the MTP
{echnique for adjusting the skeletal model. It ®ok

similar to the popularly-used energy function defin

in [WBF87]. However in our DF, 3D predictors are

introduced, which are based on the 3D positionand

4.1. Motion Reconstruction without  component of every joint. The new items greatly
Body Relocation enhance the accuracy of the reconstruction in the Z

In this case, there is no body relocation in thgutn direction, V.Vh'Ch I\;IS theh_rlnamh concern 'r? agyF 3D
monocular human motion, which means that the ;econlstrugtl_on. i/la?;v |ekt ehwayl the IS
position of the jointpelvis is fixed. Therefore the ormulated in our makes the solution process
movement of each joint can be considered as amUCh simpler than all existing methods.

composition of the rotations about all its ancestor DF, = weighting_ parametey,. ..., ; X deviation, . i ; +
joints. According to kinematics principl¢&c05], the B .
adjusting order applied in posture reconstruction e o
should be from the root to the leaf joints. Tevis weighting_ parametey, ., ; x deviation,, ; +

is taken as the origin of the WCS. By minimizing th weighting_ parametey, ., ; x predicto, .. ; +
residuals between the skeleton’s projected figmek a o -
the 2D image feature, all joints can be rotated to
certain 3D positions, which ensure the recovered ©)

posture resembles the original one from the sameTne apove DF is in its basic form. When dealingwit
viewpoint. However recovering posture at each frame imps, possible ambiguities could be resulted from
individually may violate the inter-frame consistgnc  occlusion due to the high flexibility of limbs. A
to ensure natural looking motions could be produced method is proposed to better handle such situations
effectively with the MTP, two important 3D ysually postures of limbs differ slightly between
predictors —are introduced.  When ~a segment neighboring frames, thus it is first assumed thustes
connecting thei™ joint and one of its direct of the forearms or shins are exactly the same when

descendants is being rotated about tflejoint,  rotating the upper arms or thighs. This way the

evaluate if the segment has been rotated to thedor  5rms or thighs are being rotated at &8 frame,

location. Since the 3D coordinates of any joint in configurations of the forearms or shins obtained at
neighboring frames should be similar to ensure he (K-1)" frame are applied temporarily. The
smooth motion, the 3D coordinates of every joint in position residuals of therists or anklesbetween the
the WCS could be used for motion prediction. Hence projection and image features are then includeal int
the first 3D predictor is defined to represent the the DF. Hence the DF for rotating upper arms or
distance between a certain joint's 3D positions at thighs is evolved as follows:

neighboring frames as follows:

weighting_ parametef, o, ; % deviatior])OsitiorLi +

weighting_ parametey .ooonenti X predictogiwmponenli

DF'™*= DF, +

predictory, . | =\/(XK =Xy —yE (20 -2 weighting_ parameteg,, .. , X deviation, o .
(K=2) @ o @)
where <, ¥¢, 7 and &%, y*, 2% stand for the
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) 5)

Here thej" joint (leaf joint —wrist or anklg) is an
indirect descendant of th& joint (shoulderor hip);

P, is the image feature of th& joint, andP; ,is its
corresponding projection feature, as illustrated in
Fig.3.

deviation., o i = DZ(PA P,

i_irhi_p

P;;

AVIALiON g ioie ;

ir
Figure 3: Deviation in the position of indirect
child joint (leaf joint)

When the joinfpelvisis fixed at a certain position in
WCS, the 3D coordinates of every joint in WCS are
used to define a 3D predictor no matter how the
pelvisis rotated. Each joint of the skeleton model is
rotated one by one from the root to the leaf joints
according to the DFs defined above. For instance,
when rotating joinipelvis the residuals between the
image and projection features of its three dirdsic
joints (@bdomen left and right hipg must be
optimized to nearly zero. The 3D positions and Z
components of these three joints in the previous
frame are taken into consideration as well. Thiy wa
the 3D position opelviscan be recovered.

Once the posture configuration resulting in the
minimum DF values for every joint is obtained, all

joint are believed to have been moved to their
approximately correct 3D positions. As continuity

between recovered postures at each frame is gtrictl
guaranteed by the two 3D predictors in the DF, the
whole reconstructed human motion will be smooth,
and looks natural from any viewpoint in 3D space.

4.2. General Motion Reconstruction

Next we attempt to reconstruct unrestricted human
motions. Two types of movements have to be taken
into consideration: the relocation of the humanybod
which is represented by the translations ofpbtvis
joint, and the rotations of every intermediate §oin

Translations parallel to the image plane is easy to

implement, since in this case the distance between

the human object and the camera is fixed. The DF fo
recovering such translations is defined as:

DF,

translation_1 ~—

(6)
()

where Pyeis_i and Ppenis p are image and projection
features opelvisrespectively.

d eviatio rl)osition_ pelvis

deViatiorLOSition_ pelvis = D2 (P

pelvis_i ? Ppelvis_ p )

However, usually translations perpendicular to the

handle since it is not easy to detect when and how
such translation exactly happens. It is a common
knowledge that the distance of an object with the
projection plane determines its projected sizethen
image plane. Such understanding is used
determine the translation of tipelvis perpendicular
to the image plane. As 3D human postures in
consecutive frames should appear similar, we can
first assume the human posture already recovered fo
the K-1)" frame and the posture to be recovered in
the K™ frame to be “the same”. Before translating the
pelvisin theK™ frame the 3D posture configuration
obtained at theK-1)" frame can be applied to the
skeletal model temporarily. If the skeleton model i
translated to its correct location at tk8 frame, the
sum of the projected segment lengths should be
equivalent to that of the image features. The
following DF is then defined to perform the body
translation perpendicular to the image plane:

16

|35

where S ; and § , represent lengths of the image
feature and projection feature of th® segment
respectively.

to

= deviationy, jengn ®

translation _2

16

deviation,y iengn = ab{z

i=1

S

s, )

If more than 3 frames prior to the current frameeha
been recovered, the average perpendicular tramslati
factor of thepelvis at those frames is used as an
additional deviation factor for further refinement.

After the translation of the joinpelvis the 3D
skeletal model is considered as positioned toitite r
location in 3D space. Rotations of every joint will
then follow using the methods described in Section
4.1. As thepelvis position changes in most of the
frames, to recover the human posture through the
same DFs as discussed in Section 4.1, a new
reference coordinate system (RCS) is introduced. It
defined after the translation pelvisin every frame,
with its origin located apelvis and its three axes
parallel to those of WCS. Such RCS is used as the
substitute of the “WCS” for calculating the 3D
predictors in MTP. Based on the RCS, rotationdllof a
intermediate joints can be derived.

5. EXPERIMENTS AND STATISTICS

Varies experiments on both the computer synthesized
animation and real video are conducted to test the
accuracy of the MTP technique. Monocular
sequences with resolution of 640x480 and frame rate
of 20fps are used.

5.1. Results from “Synthesized” Data
In this section, the MTP technique is evaluated on

image plane are also present in the movement of thecomputer synthesized monocular video data. During

pelvis Such translation is much more difficult to
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the process a parameter search routine is performeds very close to the original, given the image
to find the best WP settings to be used in the DFs.  resolution of 640*480.

Firstly, two sequences (stretching and sneaking) ar
reconstructed, both of which mainly concern the
motions nearly parallel to image plane. Part of the
sneaking action is illustrated in Fig.4.

\ : Figure 6: Top: Input motion (Kicking); Bottom:
l\&, Reconstruction from the same view direction.

DF Values of Each Frame

Figure 4: Top: Input motion (Sneaking); Bottom:

Reconstruction from the same view direction; 180
1.50
The statistics data obtained during reconstruction gmc
from above sequences is shown in Fig.5, where the % %
total 2D residuals of all the 17 joints between gima 030
and projection features are presented in form of OO e ey e
stacked line. The horizontal axis represents the 17 Sequence/Frame

joints in numerical order as defined in Sectiont2.
can be seen from Fig.5 that for both sequences, the Figure 7: Total DF value at all frames (Kicking)
maximum total residual is below 3 pixels, which is
highly satisfactory given the image resolution of
640*480.

Since the sequence is computer synthesized, the
actual 3D position of every joint is available. Bhu
the comparison between the original and the
2.6000 Sneaking (20frames) reconstructed postures could be done in 3D. IrBFig.

300001 the original and reconstructed motions are stillyve
La0003 similar when viewed from another angle.
0.6000.
voooo--‘................
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1.6000:
1.2000¢
0.80004
0.40004
0.00004 T T T T T T T T T T T T T T T T
12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
I—O—Orienta!ion —&@— Position —#&—Length I /)
Figure 5: Total 2D deviation value at all frames
Next our efforts are put into animating a human
kicking action (22frames), where the joipelvis is
moving all the time and the motion is more flexible
in 3D space. As shown in Fig.6, the reconstructed

results closely resemble the original motion frdra t

same viewing angle. g v ﬁ
Fig.7 illustrates the total value of DFs of allrjtd at i ; 7 g
A %

each frame for the kicking sequence. Such value
reaches its peak at the™frame, which is 1.660629

in pixels. Again the result indicates that the Figure 8: Input and reconstructed motion from
projection of the recovered 3D posture at each dram other viewing directions

Stretching (10frames)

5.2. Results from Real Video Data
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Next the technique is tested on real monocularovide 6. CONCLUSION

sequences. One motion sequence composed OA model-based technique is proposed in this paper
walking and squatting (49frames), and the for motion reconstruction from un-calibrated
reconstructed human animation based on it aremonocular video sequences containing unrestricted
presented in Fig.9. To ensure accurate image fatur human motion. MTP technique is first developed to
extraction from real video sequence and to reducereconstruct human motion with no body relocation.
unnecessary noises, color labels are stuck to theThe technique is then extended to derive a new RCS

human object at joint positions. Image processing at each frame, and hence enable reconstructionyof a
techniques such as those mentioned in [BK03, JB04,nrestricted human motion.

MRCO05] are used to extract the 2D joint features ) ) .
from each frame of the video sequences; however we! "€ main advantage of our approach is that thraugh

can only guarantee the noises will be minimized as @ truly wide range of monocular sequences could be

possible as we can, which will affect the final 3D reconstructed, and there is no requirement for came
motion reconstruction. calibration. From experimental results presented in

the paper, the reconstruction results are highly
satisfactory as long as the 2D image features are
reasonably accurate.

As a future work we are planning to introduce cohtr
on the leaf joint into MTP. Plausible motions about
these parts are expected to be simulated.
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